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The role of quantum confinement (QC) in Si and Ge nanostructures (NSs) including quantum dots,

quantum wires, and quantum wells is assessed under a wide variety of fabrication methods in terms

of both their structural and optical properties. Structural properties include interface states, defect

states in a matrix material, and stress, all of which alter the electronic states and hence the

measured optical properties. We demonstrate how variations in the fabrication method lead to

differences in the NS properties, where the most relevant parameters for each type of fabrication

method are highlighted. Si embedded in, or layered between, SiO2, and the role of the sub-oxide

interface states embodies much of the discussion. Other matrix materials include Si3N4 and Al2O3.

Si NSs exhibit a complicated optical spectrum, because the coupling between the interface states

and the confined carriers manifests with varying magnitude depending on the dimension of

confinement. Ge NSs do not produce well-defined luminescence due to confined carriers, because

of the strong influence from oxygen vacancy defect states. Variations in Si and Ge NS properties

are considered in terms of different theoretical models of QC (effective mass approximation, tight

binding method, and pseudopotential method). For each theoretical model, we discuss the

treatment of the relevant experimental parameters. VC 2014 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4835095]
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I. INTRODUCTION

Nanotechnology has a long and fascinating history (see

Chap. 1 of Ref. 1 for a historical overview dating back to

1884). The field gained considerable momentum following

Feynman’s famous lecture in 1959 on “There is plenty of

room at the bottom.”2

Nano-scaled materials allow one to exploit the funda-

mental “strangeness” of quantum mechanics, and this drives

their interest for technology. Nanostructures (NSs) have

found a home in all disciplines of science and engineering.

From a fundamental perspective, NSs have opened the door

to new physics; for instance, precisely engineered NSs allow

for new schemes to be developed to measure Majorana

fermions.3,4

The field of NSs has seen an extraordinary boom in

research, particularly due to their many applications (See

references in Sec. I B). This boom has arisen in part because

the properties of NSs can be influenced by a staggeringly

large variation of structural and compositional parameters.

These parameters can be adjusted intrinsically by varying

the growth duration, changing the growth method, varying

the matrix material, and doping the material (see Sec. II).

Furthermore, temperature, the excitation conditions, and the

spatial distribution of NSs will extrinsically change their

properties. Therefore, researchers have found a wide varia-

tion in the behaviour of NSs leading to many diverse

applications.

At the same time, this situation makes it difficult for the

available theoretical tools to handle the diverse range of

structural parameters (including interface and defect states)

resulting from various experimental approaches. It is essen-

tial to understand how different parameters affect the

observed properties of NSs to be able to accurately model

these systems. Currently, theoretical work has progressed in

this area through fitting with bulk material parameters and

still using the physical approximations of the bulk, e.g., peri-

odic boundary conditions. Therefore, experiment has pushed

the boundary of applicability for current theoretical models

in describing the required atomistic symmetries of a NS. For

example, the effective mass approximation (EMA) is valid

when the diameter of the confinement axis is approximately

at least twice the lattice constant. This situation is easy to

maintain in III–V materials where the typical quantum dot

(QD) size is on the order of 10–100 nm, but group IV QDs

are much smaller, typically 1:5! 5 nm for Si, which is in

the breakdown regime of the EMA, although there are other

ways to justify this approximation (see Sec. IV).

The general trend in the literature is to assume that NSs

of the same material prepared by different means will have

the same properties.5 The purpose of this review article is to

classify the known experimental parameters according to

preparation method and to make a detailed comparison with

the most widely used theories. This field is far too vast for us

to cover everything without writing a book on the subject.

We will concentrate on the most widely used preparation

methods for Si and Ge NSs, while compound materials will

be discussed in Sec. I C.

In the remainder of this section, we provide an overview

of relevant NS properties and interactions. In Sec. II, we dis-

cuss the most widely used preparation techniques and high-

light the known structural, electronic, and optical properties

relevant to the preparation method. In Sec. III, we review the

important physical parameters for Si/Ge NSs. Finally, we

deal with the current theoretical models and how each is able

to describe the experimental parameters in Sec. IV.

A. Overview of nanostructure properties

The main interest in NSs is that one can exploit and con-

trol quantum mechanical properties not observed in an ana-

logue bulk system. The effect of a few of these properties is

discussed in this section.

An important feature of NSs is that as the system dimen-

sion is changed, parameters affecting the electronic states/

energies (e.g., defect states, stress, Coulombic interactions)

do not change linearly with respect to each other (see below).

Therefore, one must note the energy regime to understand

the relevant parameters. In this article, we discuss which

approximations are valid and which interactions contribute

to the observed optical properties. Parameters as a function

of system dimensions are highlighted, but it is important to

note that external fields are also a critical factor. For

instance, see Ref. 6 for a discussion of the effects of mag-

netic fields on NSs and excitons.

The information provided here gives a general overview.

More details can be found in many good books and review

articles. A few books pertinent to the subject of this review

are Ref. 7 for a theoretical overview; Ref. 8 for great mathe-

matical rigour; and Ref. 9 contains a nice blend of theory

and experiment. Some review articles are: Refs. 10 and 11,

concerning Si nanowires; Ref. 12 gives a general overview

of low dimensional systems; Ref. 13 reviews group IV NSs

with a focus on biological applications; Ref. 14 reviews Si

NSs with a focus on theoretical aspects for stimulated emis-

sion; Ref. 15 focuses on exciton dynamics; Ref. 16 focuses

on preparation of Si; Ref. 17 concerns light emission in NSs;

Ref. 18 discusses experimental and theoretical results for

light emission in Si with a focus on recently developed
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phenomenological theories; and Ref. 19 focuses on synthesis

and applications.

1. Band gap engineering

A NS is simply any material with one or more spatial

dimensions reduced to the nanometre scale. The Bohr radius

of charge carriers in a semiconductor is on the order of a few

to tens of nanometres (�4.5 nm in Si and 24 nm in Ge20).20

When one or more dimensions of a system are on par with

this length scale, the carriers are said to be confined. A QD is

defined as a system confined in three dimensions. Therefore,

a QD has zero degrees of freedom, i.e., a QD is an OD sys-

tem. Similarly, a quantum wire (Q-wire) is confined in two

dimensions (1D system), and a quantum well (QW) is con-

fined in one dimension (2D system). Schematically, these

definitions are illustrated in Fig. 1. Quantum confinement
(QC) is defined as: a reduction in the degrees of freedom of
the carrier particles, implying a reduction in the allowed
phase space. This effect happens through the use of a confin-

ing potential due to band gap differences with a surrounding

matrix material or with electric field gradients. The align-

ment of the valence band (VB) and conduction band (CB) at

the interface defines the strength of confinement and is im-

portant for carrier dynamics in the case of tunnelling phe-

nomena. There are, in general, four types of band

alignments: type-I (common to the materials described here),

type-II staggered, type-II misaligned, and type-III.21 The

confinement potential is typically modelled as either

Gaussian, or P€oschl-Teller, or in the simplest case a para-

bolic well.6

The interest in quantum confined structures is best sum-

marized in the expressions for the density of states (DOS),

qðEÞ (number of states per unit volume per unit energy),

defined as

qðEÞ ¼ @N

@E
; (1)

where N is the total number of states per unit volume. For

the bulk system (3D system), with momentum wave-vector

k: N ¼ k3

3p2. For a 2D system (i.e., two degrees of freedom):

N ¼ k2

2p. For a 1D system: N ¼ 2k
p . For a 0D system, there is

no k-space to be filled and the number density is discrete.

These definitions lead to the following expressions for the

DOS:

q3DðEÞ ¼
1

p2

m�

�h2

� �3=2 ffiffiffiffiffiffi
2E
p

;

q2DðEÞ ¼
m�

p�h2

X
nx

HðE� Enx
Þ;

q1DðEÞ ¼
1

p�h

ffiffiffiffiffiffiffiffi
2m�
p X

nx;ny

ðE� Enx;ny
Þ�1=2;

q0DðEÞ ¼ 2
X

nx;ny;nz

dðE� Enx;ny;nz
Þ;

(2)

where m* is the effective mass, HðEÞ is the step function, E
is the energy of the particular state, Eni

with i¼ x, y, z is the

quantized energy of the particular confinement direction, and

Enx;ny
¼ Enx

þ Eny
, etc. To first order, in the infinite cubic

potential confinement configuration,

Eni
¼ �h2p2n2

i

2m�D2
i

; (3)

where ni is the principal quantum number and Di is the con-

finement diameter. Note that the energy in Eq. (3) is offset

by the band gap energy, EG, in a semiconductor. A plot of

the DOS for systems of different dimensionality is given in

Fig. 2. The DOS is plotted considering a confinement diame-

ter of 2 nm and using the Si effective mass of m*¼ 1.08mo,

where mo¼ electron mass. Each level is plotted for only

higher quantum numbers nx¼ 1, 2, 3, for simplicity.

The DOS illustrates that a change in the confinement

dimension directly changes the energy occupation level.

Thus, a modification in the DOS with respect to the dimen-

sion of the system is referred to as band gap engineering; a

device can be engineered to absorb/emit light at a tunable

wavelength. For example, Si can be tuned by proton implan-

tation to operate as an optical detector at the telecommunica-

tions wavelength of 1550 nm, whereas the bulk band gap

corresponds to 1100 nm.22

Besides modifying the DOS, band gap engineering can

occur in another fundamental way. Silicon and germanium

are indirect gap materials in their bulk state. Such indirect-

gap electronic structures in pure form require phonon
FIG. 1. Schematic representation of quantum wells, wires, and dots. The

arrows indicate the confinement axis.
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scattering for optical absorption/emission, in order to main-

tain momentum conservation. However, in the NS, optical

transitions can happen without the aid of a phonon event by

breaking the momentum conservation rules and/or by mak-

ing the material quasi-direct through the process of Brillouin

zone-folding.23 The origins of these two processes are physi-

cally different, but they produce nearly identical effects.

Breaking of the momentum conservation rules

(k-conservation) is a direct prediction from the Heisenberg

uncertainty relation. A reduction of the system dimension

implies an increase in the spread of the electron/hole wave-

function in momentum space. Fig. 3 shows confinement in the

x-direction in k-space for the electron and hole wave-functions

in the Gaussian confinement approximation, given by

Wk ¼
ð2pÞ3=2

V

Y
i¼x;y;z

ri

p3

� �1=4

e�
k2

i
r2

i
2 ; (4)

where V is the volume of the crystal and ri is the Gaussian

width parameter. It is clear in Fig. 3 that as the confinement

dimension Lx is reduced, the width in momentum space is

increased. For Si with the hole located at the C-point (k¼ 0)

in the VB (the same applies in Ge) and the electron at

0.8�X-point (k ¼ 2p
ac

, where ac is the lattice spacing) in the

CB (the CB minimum is at the L-point in Ge), lowered

dimension implies increased coupling in the transition matrix

elements between the electron and hole states (see Sec. I A 2)

and hence an increased transition probability. Therefore,

Fig. 3 is a demonstration of a breaking in the k-selection

rules. In other words, transitions across the band gap

between different locations in the Brillouin zone can occur

without the aid of phonons. Moreover, disorder can cause

breaking of k-conservation rules, as in the case of Si1�xGex

or Si1�xCx.
24

In the work of Ref. 25, it was shown that the breaking of

k-conservation rules is strongly NS size and shape depend-

ent. In Si NSs, k-conservation is strongly broken below a

size of �2.5 nm, implying that phonon-free transitions domi-

nate.25 (Breaking of the k-selection rules can occur in larger

Ge NSs compared to Si, because of the larger Bohr radius in

Ge.) Furthermore, resonant photoluminescence (PL) meas-

urements26 have shown that for higher confinement energies,

0.65 to 0.7 eV, the no-phonon process dominates, which is in

agreement with Ref. 25. These observations are equivalent to

the existence of a sizeable Fourier component in the enve-

lope function, Eq. (4), corresponding to the magnitude of the

indirect gap, which plays the role of the phonon.27,28 This

type of transition is called pseudo-direct. Theoretically, one

can calculate the band gap energy for indirect transitions

without considering the phonon momentum.29

While the k-conservation rules are sufficiently broken to

allow for indirect transitions, it is clear that this type of tran-

sition has a significantly lower coupling strength than the

direct gap transition. The lifetime in Si NSs is on the order

of microseconds, which is typical for the indirect gap.30

There is a direct gap in Si and transitions at the C-point do

occur with a lifetime on the order of picoseconds.31 This ob-

servation is a consequence of the fact that while the band

structure retains its indirect character, direct transitions occur

with high coupling strength and fast recombination times, in

addition to indirect transitions with a lower coupling strength

and longer recombination time (see Sec. I A 2). Typically,

these direct transitions are due to “hot” carriers.31

Zone-folding is the other mechanism by which zero pho-

non transitions can be observed. Zone-folding, in principle,

is very difficult to achieve as it requires many factors to

work together rather nicely. The conduction band minimum

in Si lies at 0.8�X-point. If the dimension of the system is

reduced in such a manner that the remaining empty k-space

corresponds exactly to a reduced-zone scheme with the

0.8�X-point corresponding with the C-point at k¼ 0, then

one has created a direct gap NS. In Si, this situation happens

in heterostructures when there is a decrease in the periodicity

by a factor of five, resulting in the Brillouin zone being di-

vided into fifths, with the proviso that no other modifications

happen to the band structure.23 Brillouin zone-folding mixes

k-space due to the fact that a large fraction of the k-space is

FIG. 3. Plot of a Gaussian envelope function for a single confinement direc-

tion in k-space with an electron centred at 0.8�X-point and a hole at the

C-point in the Brillouin zone, as appropriate for Si. The plot is not normal-

ized and is shown for three different values of confinement dimension, Lx.

FIG. 2. Plot of the DOS for a bulk (3D), Q-wire (2D), QW (1D), and a QD

(0D) system. The figure is not drawn to scale. The DOS is plotted consider-

ing a confinement diameter of 2 nm and using the Si effective mass of

m*¼ 1.08 mo, where mo¼ electron mass. Each level is plotted for only

higher quantum numbers nx, for simplicity. Note that in a semiconductor

system the DOS is offset from the Fermi level by either the CB or VB

energy, which is set to 0 in the figure.
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now empty, which implies large perturbations in the system.

In the dilute limit, the folded zone shrinks to zero and only

direct transitions remain, if they are permitted by

symmetry.32

Zone-folding is best observed in structures where the

band gap offset is minimized at the interface; otherwise,

there will be significant band bending. SiGe/Si superlattices

are typical candidates for zone-folding,23 whereas isolated

QDs are not ideal candidates for zone-folding27 because of

the significant band offset. Calculations have predicted a

direct gap behaviour in SiC nanowires.33 Direct evidence of

zone-folding has been observed experimentally34 by recon-

structing the Brillouin zone via Raman scattering measure-

ments. Moreover, as in the case above, when a direct

transition occurs, one expects short radiative times. Indeed,

Si-Ge Q-wells show a lifetime of the order of picoseconds.35

2. Oscillator strength

The most commonly cited issue regarding the optical

properties of Si or Ge is the low oscillator strength, which

yields a low absorption efficiency. It is also well known that

QC acts to increase the oscillator strength. The concept of

the oscillator strength is understood by studying the dipole

matrix elements, which also provides insight into electronic

transition selection rules. The selection rules as determined

by the oscillator strength can be complicated by band degen-

eracy and by the fine structure, discussed further here and

Sec. I A 4. First, a review of some of the basic properties of

light-matter interactions in NSs is presented (some referen-

ces are given in Sec. I A and in Refs. 36 and 37.)

The formalism for optical absorption in NSs is centred

around the validity of the dipole approximation. This approx-

imation is based on the fact that the wavelength of the excita-

tion light, typically in the visible range, is much larger than

the typical size of a NS. The confinement axis of a NS is typ-

ically a few to a hundred nanometres, making it is easy to

justify the dipole approximation. The Hamiltonian for light

interaction with a NS is

ðpþ eAÞ2

2mo
þ VcðrÞ

" #
WðrÞ ¼ i�h

@WðrÞ
@t

; (5)

where e is the electric charge, mo is the free electron mass,

p is the momentum operator, A is the vector potential

defined in the Coulomb gauge with the electric field given by

E ¼ � @A
@t ; VcðrÞ is the crystal potential, and WðrÞ is the total

wavefunction for the Bloch electrons. The vector potential is

used to ensure transverse optical effects with a constant

dipole, while a scalar potential yields longitudinal effects

that generally have zero transition probability.

The perturbing potential is extracted from Eq. (5)

V ¼ e

mo
A � p: (6)

From Eq. (6), one can apply Fermi’s golden rule under the

assumption that A is slowly varying with time, which is jus-

tified again by the dipole approximation. Ignoring the photon

momentum (, kphoton � 0), the transition probability from

an initial state, i, to a final state, f, is given by

wf i ¼
2p
�h

eEo

mox

� �2

jhf j� � pjiij2

� dðEf � Ei � �hxÞ; (7)

where Eo is the magnitude of the electric field, x is the angu-

lar frequency of the light field, and � is the polarization of

the light field. Ef and Ei are the final and initial state energies,

which in the case of semiconductor transitions across the gap

means that the delta function in Eq. (7) relates to energy con-

servation. In principle, the energy of the initial and final

states depends on the wave-vector, k. Assuming that the

effective mass is the same in each of the sub-bands, then for

a particular k, the transition energy is written as

Ef � Ei ¼ �hxf i, and thus from Eq. (7), the following expres-

sion is extracted:

ff i ¼
2

mo�hxf i
jhf j� � pjiij2

¼ 2moxf i

�h
jhf j� � rjiij2; (8)

where r is the position vector. The second expression follows

from the commutation rules between the Hamiltonian and p.

ffi is what is typically quoted as the oscillator strength, and

jhf j� � rjiij is the dipole matrix element.

From the definition of the transition probability, Eq. (7),

it is a simple matter to define the optical absorption of a

material

af i ¼
wf i�hx

tS
; (9)

where the time dependence, t, comes from A, and S is the

Poynting vector. The absorption edge is shifted to a higher

energy due to QC, and being proportional to the DOS we

should expect to see discrete transitions in the absorption

spectrum.38 Therefore, to understand the absorption in a NS,

one needs to understand the DOS (Eq. (2)), the gap energy,

and the initial/final states. How these factors are determined

is strongly dependent on the theory used. This point will be

discussed further in Sec. IV. The importance of Eq. (7) or (8)

is that it is related to the optical functions: dielectric func-

tion, index of refraction, conductivity, and susceptibility.36

Note that a more sophisticated derivation for the absorption

is given through the Elliot formula using the semiconductor

Bloch equations, which considers the details of the band

structure.39 In addition, it is important to note that this for-

malism is not valid in the case of an optical cavity where the

light field will become quantized, which is an important sit-

uation for opto-electronic applications.

To understand the meaning of the oscillator strength in a

NS, recall Sec. I A 1 and Fig. 3. From Eq. (8), the oscillator

strength is a function of the momentum transfer matrix

between the initial and final states, which increases as the

dimension of the system decreases. The reason for the

increase in oscillator strength is because of the increase in
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wavefunction overlap, depicted in Fig. 3. This observation

directly states that an increase in the oscillator strength

results in an increase in the coupling efficiency from the

ground state to the excited state. For the indirect gap mate-

rial, one must still consider whether this increase is consider-

able enough to allow transitions at different points in the

Brillouin zone without the aid of a phonon.7 Furthermore, an

increase in the oscillator strength means a decrease in the

lifetime of a sample, which is observed in experiment.30

The oscillator strength contains detailed information

concerning the allowed transitions. The symmetry of the

wavefunctions determines whether the transition is allowed,

while fine structure details will mix states making otherwise

forbidden transitions weakly permissible. Filling of the sub-

bands determines whether carriers are present for optical

transitions, which can be modified by doping, pumping, or

changing the temperature. In an anisotropic NS, the degener-

acy of states can be removed and forbidden transitions

become allowed (see Ref. 9 for a more detailed discussion of

these points).

Formally, the oscillator strength partly determines the

selection rules.7 Consider the matrix element hf j� � pjii. In

the effective mass representation for the QC system, the ini-

tial and final states of a semiconductor material are a product

of the Bloch function and an envelope function. The enve-

lope function will be represented by the wavefunction along

the confinement axis. Therefore, for interband transitions,

the matrix element breaks into a product

� � huVkðrÞjpjuCkðrÞihFh
nkðrÞjFe

mkðrÞi; (10)

where uCðVÞkðrÞ are the Bloch functions for either the con-

duction, C, or valence, V, states, and F
hðeÞ
nk ðrÞ are the enve-

lope functions of the nth band for either the electron, e, or

the hole, h. In a symmetric well, the transition across the gap

implies that n¼m for even parity in the ideal case. The con-

duction and valence Bloch functions are first subject to the

polarization selection rule. Evaluating huVkðrÞjpjuCkðrÞi
within the k � p formalism, symmetry-allowed transitions

become clear. The momentum operator has C4 symmetry in

zinc-blend and diamond structures.40 In general, a p-like

hole with C8V symmetry can couple with an s-like electron

with C6C symmetry via circularly polarized light. Intraband

transitions happen between n and m odd states.7 Selection

rules for QDs are generally not as strict in terms of polariza-

tion because the confinement is in all three directions; how-

ever, they become more relevant in Q-wires and QWs. In a

QD, the main selection rules for intraband transitions are

according to those given by spherical harmonics for the or-

bital angular momentum, l: Dl ¼ 61.

The considerations so far depend strongly on the assump-

tion of non-degenerate parabolic bands. Under this assump-

tion, absorption happens between d-like energy states.

Experimentally, one observes broadening in the absorption

lines through the oscillator strength. The first source of broad-

ening is in the differences of the effective masses between the

conduction and the valence states. Further, a dispersion in NS

sizes causes inhomogeneous broadening, yielding Gaussian-

like absorption peaks. Homogeneous broadening comes from

random interactions described by the decoherence time. The

decoherence time is finite, and thus, the optical DOS is

replaced by a Lorentzian. Complications arise due to the mul-

tiple sources of scattering that exist in a NS.

As mentioned, the degeneracy of states is a critical fac-

tor. In the degenerate system, the valence band ground state

is eight-fold degenerate. However, as the system dimension

is reduced, the exchange interaction increases (see

Sec. I A 4), thus removing the degeneracy and creating

“bright” and “dark” exciton states. Due to symmetry, the

“bright” state is at a higher energy than the “dark” state.

Therefore, in a low temperature system, there exists a higher

probability that the “dark” state is occupied. This situation

has the effect of reducing the oscillator strength because the

transitions are not dipole allowed.41,42

For any semiconductor, an important consequence of an

increased oscillator strength is the possibility of lasing.43

Optical gain is a function of radiative versus non-radiative

processes. Non-radiative processes are typically dominated

by surface trapping and multi-particle Auger relaxations.

Surface trapping states can be controlled by well passivated

NSs; therefore, typical limitations come from Auger proc-

esses. Radiative processes have characteristic times on the

order of microseconds while Auger process are on the order

of nanoseconds; therefore, to achieve population inversion

for optical gain, the pump time must be faster than the Auger

time. Owing to the increase in optical absorption for the NS,

this situation is achievable. For a review of optical gain in Si

NSs, see Refs. 43 and 44. Following a theoretical prediction

of a large optical gain in ultra thin silicon QWs,45 Saito

et al.46 have recently observed optical gain and stimulated

emission by current injection into an ultra thin QW of crys-

talline Si embedded in a resonant optical cavity. At present,

lasing has only been observed in Ge for the case of strained47

and doped48 Ge layers.

3. Exciton/bi-exciton

Optical properties of semiconductors cannot be fully

understood without discussing excitonic states. For a discus-

sion of bulk excitons, see the classic work of Knox.49 For

nice reviews of the properties of excitons in NSs, see Refs.

39 and 50. Furthermore, solar cells (Sec. I B) require the pro-

duction of multiple exciton pairs. This phenomenon was

studied initially in the case of CdSe and PbSe NSs51 but has

also been demonstrated in Si NSs.52 For a discussion of mul-

tiple exciton generation in photovoltaic applications, see

Ref. 53.

Excitons are typically created in semiconductors

through optical excitation of carriers, leading to a bound

state of an electron and hole. They can also be formed by

carrier injection. The exciton bound state is understood from

the inclusion of the Coulomb interaction between the

electron-hole pair. It is valid to treat excitons in a hydrogenic

type model for the correlation energy and thus the binding

energy of the exciton. The exciton is truly hydrogenic in the

case that the hole mass is much larger than the electron

mass, whereas when they are approximately the same, the

exciton is more positronium like. In the case of organics, one
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observes tightly bound excitons, or Frenkel excitons. In the

case of semiconductors, one observes loosely bound exci-

tons, or Wannier-Mott excitons, which have been shown to

be hydrogen-like.50 In this framework, the exciton energy,

EX, is written as

EXðn; kÞ ¼ EG � R0y
1

n2
þ �h2k2

2l
;

R0y ¼
1

e2

l
mo

13:6 eV; (11)

where n is the principal quantum number, k is the electron

plus hole wavevector ðk ¼ ke þ khÞ, l is the reduced mass

in terms of the electron and hole effective mass
1
l ¼ 1

m�e
þ 1

m�
h

� �
; R0y is the exciton Rydberg energy, EG is the

gap energy, and e is the dielectric constant. The exciton

Rydberg energy in Eq. (11) is simply corrected by the

reduced mass of the exciton and the dielectric constant. The

exciton Bohr radius is given by

aX
B ¼ aH

B e
mo

l
; for n ¼ 1; (12)

where aH
B is the Bohr radius in the hydrogen atom. The

Coulomb energy of the exciton state lowers the energy of the

exciton ground state with respect to the free electron-hole

pair. Therefore, one can observe exciton absorption through

the fact that the absorption will occur below the band gap

edge. Fano resonances are also an important consideration

for exciton absorption.39 In addition, the Coulomb energy

increases the probability of finding the electron and hole in

the same place.54

The magnitude of the Coulomb energy is typically on

the order of 10! 40 meV, which is much less than the

gap energy.14 In the case of strong confinement, the con-

finement potential is much stronger than the Coulomb

interaction. Therefore, one can treat the Coulomb energy

as a perturbation.54 Typically, excitons do not play a sig-

nificant role in Si NSs because the excitation energy is

much larger than the Coulomb energy for very small sizes

of the NSs. Ge has a larger Bohr radius than Si, meaning

that these structures encompass a larger regime of QC

where the Coulomb effects can be more important. The

thermal energy must also be considered when thinking of

excitonic effects.55 The Coulomb energy is significant at

only around a few Kelvin, where exciton effects have

been observed.56,57

In the above discussion, the effect of system dimen-

sion is handled through the evaluation of the exciton

energy as a function of size. The system dimension can

have another important effect on the energy. In an infin-

itely thin QW (such as graphene), the principal quantum

number becomes n! n� 1
2
, and the general form of this

expression is

n! nþ def f � 3

2
;

def f ¼ 3� exp
�L

2aX
B

� �
; (13)

where deff is the effective dimension ranging between 3 and

2, and L is the QW thickness.55 The Bohr radius is thus

reduced by a half, the exciton energy increases by four, and

the oscillator strength increases by a factor of eight for the

infinitely thin well. The renormalization of the principal

number is numerically treated in Ref. 8 (see Figs. 6.4 and

6.5). The effect is usually ignored because the system is not

truly a 2D system.

Of the features discussed so far, by far the most im-

portant feature is the correct treatment of the dielectric

constant. This point does not have a clear solution, and

yet, it is critical in correctly determining the exchange

interaction (Sec. I A 4). Typically, the Coulomb interaction

is screened by the bulk dielectric constant. However, there

is some disagreement over the correct value that should

be used. In the work of Ref. 58, the Penn model was used

to calculate the variation of the dielectric constant with

dimension starting from several different values for the

matrix dielectric constant, which all yielded essentially

the same result. A comparison of the Penn model and a

pseudopotential calculation yields very different results.59

In the work of Ref. 60, the bulk dielectric constant was

used. Dielectric constant corrections lead to corrections in

the Sommerfeld factor, which lead to an increase in the

absorption.9

Two limiting cases for the dielectric function can be eas-

ily understood. If the exciton binding energy is less than the

optical phonon energy (i.e., the exciton Bohr radius is greater

than the polaron radius), then the static dielectric constant

can be used. In the case that the exciton energy is compara-

ble with the optical phonon energy, then a dielectric constant

between the bulk value (high frequency) and the static

dielectric constant can be used.55 In this second case, one

can use the Haken potential.61 Neither of these cases can be

rigorously justified.

A more accurate treatment of the screening of the

electron-hole interaction should contain a contribution from

the induced surface polarization charge. To this end, the

nature of the interface plays a large role in the details of

the dielectric function, whereby an inner dielectric function

can be defined by separating the surface contribution.

Defining an image charge in this way allows one to con-

sider surface self-energy corrections based on the difference

between the inner and outer dielectric functions.7 In the

case where the inner and outer dielectric functions are of

the same order, image charge corrections are not as signifi-

cant. Generally, one finds that the dielectric function is

replaced by the dielectric function in the Thomson-Fermi

approximation, which ignores surface polarization effects.

This approximation is valid for energies lower than the

plasmon energy.

Finally, there are a few fine points to consider in the

study of the exciton. Mass re-normalization will also affect

the binding energy of an exciton. In a non-rigid lattice, po-

laron effects couple to the effective mass through Fr€ohlich

couplings. The binding energy of the exciton partly renorm-

alizes this effect. Generally, these couplings are not as im-

portant in the case of lower gap materials where they tend to

lower the gap energy.55,62,63
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Biexciton complexes are also a fascinating subject in the

study of NSs. A biexciton is simply the bound state between

two excitons. This condition is usually observed in a highly

excited NS system, i.e., where the exciton density is high

enough that bound states can form (see Refs. 12 and 64 for a

general discussion). Biexcitons create a situation of interest-

ing decay dynamics due to the fact that they change the

decay scheme to a biexciton decaying to an exciton and then

to the ground state.65 This situation creates an opportunity to

observe exciton condensation experimentally.66 As exciton

observation is generally complicated in the case of Si and Ge

structures, it is even more difficult to observe biexcitons, and

very little research has been conducted in this area. The

problem in Si and Ge is that biexciton lines can be very

broad and hard to distinguish.67

4. Fine structure

While the “fine structure” is governed by the exchange

and spin-orbit (SO) interaction, it is also mediated by the

Coulomb interaction and confinement potential, in principle.

The magnitude of these interactions follows Hund’s princi-

ple.68 For small NSs, this principle is very similar to the rules

for an atom. Experimentally, one uses resonant PL and PL

excitation (i.e., size selective spectroscopy)9 to measure the

fine structure.

For some time, these interactions were not extensively

studied in Si and Ge. The order of magnitude is small

(O(10 meV)), and inhomogeneous broadening can mask the

fine structure in the absorption or emission spectrum. More

recently, there is significant research on this topic, because it

has been reported that Si may have ideal spin coupling prop-

erties for quantum computing.69–72

The exchange interaction is understood in the Hartree-

Fock approximation for semiconductors.7 In this approxima-

tion, the proper symmetry states of the many-electron prob-

lem are treated using a Slater determinant of atomic orbitals.

Using a variational approach, one obtains single particle

states, where the two particle interaction terms go like,

1

2

X
nm

hnmjVjmni6 hnmjVjnmið Þ; (14)

where V is the Coulomb potential and fng is the set of one

particle states, and jmni� ¼ hnmj. The first term in Eq. (14)

is the direct Coulomb interaction, and the second term is the

exchange interaction. The exchange interaction represents an

intrasubband interaction between anti-parallel Pauli states.

The spin representation is not made explicit in Eq. (14). This

dependency comes from the fact that in a two particle system

there are singlet (spin S¼ 0) and triplet (S¼ 1) spin states.

The total wavefunction is the product of a spatial and a spin

part. The triplet spin wavefunction is symmetric, and the sin-

glet is antisymmetric. Therefore, in the case of fermions, the

spatial part of the singlet wavefunction is symmetric and the

spatial part of the triplet is antisymmetric. In Eq. (14), the

“6” comes from the symmetry of the spatial part. The “plus”

sign is from the singlet and the “minus” sign from the

triplet wavefunction. This means that the triplet is at a

lower energy, which is the so-called “dark” exciton (see

Sec. I A 2).

The SO interaction is a relativistic effect that has the

form

�h

4m2
oc2
rVcðrÞ � pð Þ � r; (15)

where r represents the Pauli matrices. In the

L�S(¼ 1/2(J2-L2-S2)) coupling scheme, the four valence elec-

trons exist in an sp3 hybridized state. The total angular mo-

mentum is given by J¼L 6 S. Thus, there are two states

J¼ 3/2, 1/2. The SO interaction, DSO, splits these states into

a 4-fold degenerate J¼ 3/2 band and a J¼ 1/2 split off band,

depicted in Fig. 4. When there is no SO interaction, the

degeneracy at the Brillouin zone centre remains. When the

SO interaction is considered, the split off band (J¼ 1/2) is

shifted downwards, while the J¼ 3/2 state is shifted up. The

two bands are split by DSO, which is on the order of 0.044 eV

in Si and 0.3 eV in Ge.73 Furthermore, the J¼ 3/2 band

becomes nondegenerate for increasing wave-vector as the

band splits into two parts, the heavy hole (hh) and the light

hole (lh). While DSO is very small in Si and will not likely be

detectable as a change in the confinement energy, it still has

a very important effect through mixing the dark and bright

exciton, mentioned in Sec. I A 2.

The energy levels of the exciton states are schematically

depicted in Fig. 5. The exciton is comprised of the lh or the

hh plus an electron, in either case. These states are repre-

sented to the left of Fig. 5. The J¼ 3/2 hh combines with the

J¼ 1/2 electron to form an 8-fold degenerate state split into

J¼ 2 (5-fold) and J¼ 1 (3-fold) states. The J¼ 1/2 lh state

combines with an electron to form a 4-fold state made up of

J¼ 1 (3-fold) and J¼ 0 (non-degenerate). These states are

split according to the total angular momentum states mJ. A

description of these states can be found in many textbooks

(see Ref. 74). In the exciton model, a two-body system, the

two spin states formed by spin 1/2 particles are S¼ 0,1,

shown in Fig. 5. The splitting between these two states, dis-

cussed above, occurs via the exchange interaction, DEX. The

S¼ 1 state is made up of J¼ 2, 1, 0, while the S¼ 0 states

contains J¼ 1.

FIG. 4. Schematic representation of valence band states. When there is no

SO-interaction (left) the degeneracy in the valence states remains. When the

SO-interaction is considered, the split-off (J¼ 1/2) band separates from

the hh and lh states, by DSO. DSO shifts the J¼ 3/2 state up and lowers the

J¼ 1/2 state.
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When the exchange interaction is not too large, the

degeneracy in mJ is not completely removed, and this allows

for radiative transitions from the S¼ 1 state. At low tempera-

ture, only the S¼ 1 state is occupied. As shown in Fig. 5, the

ground state in the exciton model is S¼ 0. Therefore, transi-

tions to the ground state are strictly not allowed from the

S¼ 1 state. However, the SO interaction splits the J states

and if the exchange is not too large the S¼ 0 and S¼ 1 state

will overlap. Therefore, there exists a finite probability that

even at low temperature the S¼ 0 state is occupied and tran-

sitions will be allowed. These transitions can also become

allowed through anisotropy by breaking the selection

rules.41,42,75 In general, it is the anisotropic nature of a NS

that removes the degeneracy between the J states and allows

for the simple two level exciton model. In the case of small

dots, the selection rules must be broken because the

exchange interaction goes with the inverse of the QD size,

whereas the SO interaction is constant with size. Therefore,

there would be no overlap and transitions could not occur.

However, radiative transitions are observed.41,42

By studying the radiative rate of the singlet and triplet

states, the role of the exchange and SO interaction is deter-

mined. Experimentally, at a few Kelvin, there is a discrep-

ancy between absorption and emission energies of a few

meV.7 This is explained by the observation that absorption

happens in the S¼ 0 state and emission from the S¼ 1 state.

In addition, in Si QDs, it has been observed that the decay

time of the PL decreases as the temperature increases and

the PL intensity increases.41 With increasing temperature,

the S¼ 0 state becomes populated, and therefore, the oscilla-

tor strength increases. Around T¼ 100 K, the singlet state

becomes fully populated and the PL intensity decreases

above this temperature, because non-radiative channels

become populated.41,42,75

Critically, the magnitude of the exchange and SO inter-

action is not significant compared to the confinement energy.

Thus, it is justified to not include these interactions in a cal-

culation of the variation in the gap energy. However, their

existence in a NS is significant, because they determine the

radiative states and hence the oscillator strength. In the liter-

ature, there is a large variation in the values reported

experimentally and theoretically, particularly for the SO

interaction, because of the difficulty in directly measuring

these quantities.

In Secs. I A 1–I A 4, factors that contribute to QC in NSs

were discussed, resulting in a modification of the gap energy

and the selection rules. For the remainder of Sec. I A, two

features that are general consequences of QC are discussed.

Spin states (Sec. I A 5) and tunnelling (Sec. I A 6) are impor-

tant phenomena to study for quantum mechanical structures.

We discuss these two features briefly.

5. Spin

Traditionally, spin states were only of interest in mag-

netic materials, because in the bulk state only these materials

will have a net spin state. In various magnetic devices,

research interest is concerned with the study of spin state dif-

fusion at an interface. In addition, scattering with the inter-

face can lead to spin flip. In the context of QWs, one could

then study spin tunnelling phenomena when the width of the

well is made comparable to the spin diffusion length.76 In

the NS, one has atomic-like energy levels to consider. This

means that energy level filling will happen according to the

Pauli principle. Therefore, precise spin-filling is possible.77

The number of spin-states can be controlled with an electric

field.

Most research concerning spin studies for spin-based

devices is on III–V materials. Recently, it has been real-

ized that group IV materials are also a good candidate,

because of their weak SO interaction, implying long spin

lifetimes.78 Ge has a stronger SO interaction than Si,

which might make it easier to control the spin state due to

stronger coupling. However, this reduces the coherence

time.79

The most promising candidate for studying spin states is
28Si, which has no net nuclear spin. This means that decoher-

ence is not a problem.70 There is a great deal of research

now into the use of spin states in Si for various applications,

but most notable is the research in quantum computing.

Recently, a high level of control has been demonstrated over

the spin in Si including the ability to read spin states.72,80

FIG. 5. Schematic representation of

exciton states, not drawn to scale.

From the left, the e-h states schematic

represents the combination of the hh-

exciton (8-fold degenerate) and the lh-

exciton (4-fold degenerate). The mJ,

total momentum magnetic number,

states are depicted. The states are

mixed through the SO interaction. In

the exciton model, the s-like 1/2-spin

electron combines with the p-like

1/2-spin hole, forming spin S¼ 0 and

S¼ 1 states. Ground state S¼ 0 is

shown. S¼ 0, 1 states are split by the

exchange interaction, DEX. The S¼ 1

spin state forms J¼ 2, 1, 0 (triplet

dark exciton), and S¼ 0 yields J¼ 1

(singlet bright exciton).
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6. Carrier tunnelling hopping

The study of tunnelling states is useful for understanding

the energy level structure in NSs. By varying the bias

voltage applied to a NS, one can control which states are

allowed to tunnel. In the study of SiO2-Si superlattices,

both phonon-assisted states and lh/hh-states have been

observed.81,82 Tunnelling can also be considered between

QD structures. If the carrier injection rate is large, then

Coulomb blockage can occur.69 Tunnelling spectroscopy can

be used to measure both electron and hole tunnelling, thus

giving information about the band gap.83 For more detail,

see Ref. 7.

B. Applications of nanostructures

We briefly mentioned some applications of semiconduc-

tor NSs in Secs. I A and I A 5. This article is not intended to

provide a review of the wide variety of applications of NSs,

but it does give some representative references for the inter-

ested reader. Principally, the advantage of NSs versus bulk

materials is the control one has over quantum mechanical

states. This control leads to a diverse range of photonic and

spintronic applications. In addition, NSs can be used for

improved performance in current semiconductor technolo-

gies. For a review of the diverse range of applications of

NSs, see Refs. 84–86. In the field of photonics, single semi-

conductor QD fabrication is possible within an optical cav-

ity, which leads to a radical enhancement of the quality

factor,87,88 including polariton condensates.89 Control over

the spin states within a NS has lead to a new type of device

based on spintronics, including the Kondo effect, and quan-

tum computing applications.3,70,90,91 Biological applications

include DNA sensing, drug delivery, bio-markers, and pH

sensing.92,93 A review of Si and Ge-based light-emitting and

memory devices is given in Ref. 94. Finally, NSs promise a

dramatic improvement in solar cell technology.95,96

C. Comparison with compound materials

Another important class of semiconductor NSs comes

from the III–V and II–VI compounds.12,97–100 The essential

difference between the properties observed in these systems

versus Si and Ge is due to their direct gap structure. A direct

band gap means these mixed compounds have a higher tran-

sition probability (see Sec. I A 2) and can be used to manu-

facture lasers. A disadvantage comes from the toxicity of the

materials involved, their cost, and a general not compatibility

with current semiconductor fabrication methods.

II. EXPERIMENTAL METHODS FOR THE
PRODUCTION OF Si AND Ge NANOSTRUCTURES

Several experimental methods have been used in the last

few decades to fabricate Si and Ge nanostructures. We pri-

marily review methods that produce structures with spatial

dimensions comparable to the Bohr radius, to discuss quan-

tum confinement in Si and Ge NSs (see Sec. I A 1). Here, we

highlight the salient features of each method and how they

pertain to the final structural, electronic, and optical proper-

ties of Si and Ge NSs. In each section for quantum dots

(Sec. II A), quantum wires (Sec. II B), and quantum wells

(Sec. II C), a basic account of the particular fabrication

method is given in the subsections for each type of NS.

Readers familiar with the various fabrication methods may

like to skip over these subsections and proceed to the

“characterization” sections (Secs. II A 1 a and II A 2 a, etc.)

where we review the properties of each fabrication method

and provide representative experimental results. Section III

provides a concise summary of the results discussed in detail

here. Reference 101 reviews the advantages and disadvan-

tages of a variety of fabrication methods for potential use in

electronic and photonic applications.

A. Quantum dots

QDs have received a great deal of attention in the litera-

ture owing to the range of available fabrication methods, to-

gether with the diversity for potential applications (see

Sec. I B). Here we will discuss a few of the more widely used

methods that do not include bottom-up solution-based chemi-

cal processing (e.g., colloidal QDs). Solution-based chemical

methods are novel from an experimental point of view; how-

ever, due to the nature of the process, they contain many im-

purity states, thus making them difficult to characterize with

regard to the intentions of this review article.102–104

The methods we review here can be classified into a few

distinct categories. In the case of co-sputtering and plasma-

enhanced chemical vapour deposition (PECVD), a sub-

stoichiometric oxide is initially produced, whereby QDs

phase-separate out of the initial oxide during annealing,

Secs. II A 1 and II A 2. Although the two methods produce a

similar oxide state initially, the final properties of the QDs

are different. Bottom-up fabrication is achieved using molec-

ular beam epitaxy (MBE) by depositing QDs on the surface

of a substrate, which can be subsequently capped,

Sec. II A 3. In the case of ion implantation, a supersaturation

of Si or Ge is implanted in a matrix material; upon annealing

the implanted material nucleates thus forming QDs,

Sec. II A 4. This method is characterized by a high concen-

tration of defects produced during the implantation process.

Finally, porous-Si (por-Si) is a top-down method carried out

by removing material during a chemical etch, Sec. II A 5. In

all the above cases, the role of surface or interface states is

critical for proper characterization of QDs owing to their

inherently large surface to volume ratio.

An important class of Si and Ge QDs is the SiGe alloy

of Ge composition x denoted as Si1�xGex. The study of SiGe

QDs is a topic for a separate review paper, because of the

wide range of properties they exhibit depending on the con-

centration x.24,66,105–111

SiGe structures have a type II band alignment.112 This

alignment leads to strong diffusion between the wetting layer

and the QDs, which changes the effective mass from the

bulk value.108 The exact picture of band alignment in SiGe

depends on the concentration of Si:Ge.

Si and Ge have multiple valleys in the conduction band,

with the minimum located at the X and L-point in Si and Ge,

respectively. The CB switches from being Si to Ge-like at

x� 0.85. Si and Ge have a 4% lattice mismatch implying the
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existence of strain between layers of different composition.

This strain implies a reduced symmetry by breaking degener-

acies. For more information about the band structure and

general properties of SiGe alloys, see Refs. 113 and 114. The

method of MBE fabrication is commonly used to

produce SiGe alloys, and we discuss a few of their properties

in Sec. II A 3 a. References for SiGe quantum wells are given

in Sec. II C.

1. Co-sputtering

First, we review QD fabrication via co-sputtering, cov-

ering some basic results. More detailed information can be

found in Refs. 115–117. Sputtering based fabrication starts

with the deposition of a Si or Ge-rich oxide. This section is

focused on co-sputtering, although a similar method denoted

reactive sputtering is also discussed. Evaporation118–124 and

pulsed laser deposition125–127 based fabrication methods also

produce sub-stoichiometric oxides and therefore have similar

properties to sputtering based methods.128 Differences arise

from the exact stoichiometry of the oxide produced and in

the chemistry involved.

Sputtering is the process of removing ions from the sur-

face of a target material via bombardment with chemically

inert energetic ions such as Arþ. Target atoms are removed

by either direct collisions with incident ions or through recoil

events with surface atoms. As a result of sputtering, a vapour

phase consisting of sputtered atoms is created. To improve

the low efficiency of ion-based sputtering, many experimen-

tal set-ups use a plasma glow discharge as a sputter source.

A schematic representation of a typical sputtering appa-

ratus is given in Fig. 6. In this set-up, the target material is

attached to a negative voltage supply (’2000 V), in the case

of a DC bias, while the substrate is positively biased. In the

case of an insulating substrate, an RF supply is used in place

of the DC supply in Fig. 6. The system is initially pumped

down, followed by the introduction of the buffer gas (typi-

cally Ar), which leaves the system at a pressure of

’ 1!10 Pa. In the intense electric field, high energy elec-

trons positively ionize the Ar gas creating a glow plasma dis-

charge (for more details, see Ref. 115). The ions are

attracted to the negatively charged target material to generate

sputtering. In many cases, a magnetron field is generated to

help increase the ionization efficiency of the buffer gas and

help trap ions near the target yielding higher quality films.

Sputtering yield is defined as the average number of sur-

face atoms removed with respect to the number of incident

sputtering ions.115 In an SiO2 target, O is preferentially sput-

tered.129 Therefore, a Si target is used in conjunction with a

SiO2 target to achieve the correct stoichiometric ratio of O

and Si during the growth process. This process is known as

co-sputtering, whereby chemical reactions occur in the

vapour phase. Similar reactions occur in the case of reactive

sputtering. In the reactive environment, Si is sputtered in a

pre-existing O environment. Still, these two methods yield

very different physical parameters (see Sec. II A 1 a). The

sputtering process is inherently based on physical deposition.

The quality of the deposited film can be described using the

structure zone model.117

Several parameters effect the final structure and stoichi-

ometry of the deposited SiOx or GeOx film. These parameters

include the kinetic energy of the sputtered atoms hitting the

substrate, type of particles, flux of particles, growth tempera-

ture, sputtering rate, RF power, and pressure.115 As a result,

one will observe a wide range of properties (Sec. II A 1 a)

between different experimental set-ups. The deposited

sub-stoichiometric Si or Ge oxide is thermodynamically

unstable, and therefore, annealing will promote the forma-

tion of QDs.130–132 Thus, annealing causes a sub-oxide state

to phase segregate into an amorphous Si or Ge oxide (4þ)

and the bulk Si or Ge (0þ) state yielding embedded QDs.133

Both Si and Ge QDs produced by this method tend to

form crystalline structures.134,135 The work of Zhang

et al.136 reported the formation of as deposited crystalline Ge

QD in sputtered material. The work of Zhang et al.136

reported the formation of as deposited crystalline Ge QDs in

sputtered material. The stoichiometry of the deposited film

also determines the QD diameter. Namely, the QD diameter

can be controlled through the sputtering time,137 percent

composition of sputtered material,38,138 and annealing tem-

perature and time.132

a. Characterization of co-sputtered QDs. Si QDs were

fabricated using magnetron co-sputtering in the work of

Ref. 38. X-ray photoemission spectroscopy (XPS) reveals

the Si1þ ion as the dominant interface state, Fig. 7. In

comparison, Si QDs produced using reactive magnetron

sputtering yield a very different interface structure.133

Reference 133 measured a relatively equal contribution from

all three sub-oxide states, Fig. 8. This difference arises due

to the nature of the gas environment during the sputtering

phase, thus producing slight differences in the stoichiometry

and structure of the deposited film. One must also consider

variations in the experimental set-up between these two stud-

ies. For example, a higher temperature is used during the

deposition phase in the work of Ref. 38 compared to

Ref. 133, which provides thermal energy for ions at the sur-

face to diffuse more readily.

Co-sputtered Si QDs were produced in Ref. 134, similar

to the work of Ref. 38 discussed above. The authors deter-

mined that Si1þ (Si-O-Si) states on the surface of the QD

acted to quench the non-radiative decay channels and hence
FIG. 6. Schematic representation of sputtering apparatus. A DC source is

used for conducting materials or RF for insulating materials.
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increase the effect of quantum confinement, Fig. 9. This

quenching effect comes about through a coupling of surface

vibrational Si-O-Si modes with the lower non-radiative tri-

plet state.139 We emphasize that this result is not ubiquitous

across experimental set-ups. As noted above, Ref. 133

observed a roughly equal contribution of sub-oxide states.

Likewise, Ref. 140 fabricated QDs similar to the work of

Ref. 134, and yet the observed photoluminescence is differ-

ent, presumably due to the existence of different interface

states, Fig. 9. Generally speaking, interface states couple

with the electronic states in the QD, which leads to the obser-

vation of ‘low energy emission’ (1.4! 1.5 eV).141 “High

energy emission” (>1.8 eV) results from defect related

states.141 In addition, the interface between the QD and

matrix material produces a graded electronic band structure,

resulting in a finite confinement potential.142

Another effect on the radiative properties of a NS is the

stress produced by interfaces. The thicker the NS/matrix

interface becomes the more stress one will observe. In the

work of Ref. 143, reactive sputtered samples were prepared

similar to the work of Ref. 133. In this work,143 XPS studies

revealed that when the diameter of the QDs was reduced the

Si 2p peak shifted to a higher binding energy. Ultimately, the

authors determined that the shift in binding energy was due

to stress in the system resulting in the observed change of

the gap energy (EG), Fig. 9. The role of stress was confirmed

by measuring a Raman shift in the Si0þ state at 514 cm�1.144

However, broadening of the Raman peak also indicates pho-

non confinement effects.132 Similar results are discussed for

porous Si in Sec. II A 5.

Though the interface states make it difficult for the

observation of clear QC effects, there is direct experimen-

tal evidence of such effects. Lifetime measurements by

the group of Ref. 130 demonstrate state-filling effects

with lifetimes in the microsecond range. Reference 145

observes both fast (nanosecond to picosecond) defect

related and slow (microsecond) QC related recombina-

tions. A clear demonstration of singlet-triplet splitting in-

dicative of a two level system is given in Refs. 146 and

147. In addition, direct transitions at the C point with a

reduction in energy directly related to QD diameter have

also been observed.31,141

Ge QDs produced via co-sputtering require one to sput-

ter a Ge sample alongside SiO2 as a source of oxygen. For

this reason, Ge QD formation is generally more complicated

than Si due to the thermodynamic instability of GeO2 (com-

pared to SiO2), which leads to a higher concentration of

defect states. (The role of O on Ge NS formation will be dis-

cussed throughout this manuscript.) Oxygen defect states in

Ge are similar to their SiO2 counterparts (see Sec. II A 4),

apart from the distinction between O incorporation in the Ge

NS versus removal of O states from the SiO2 matrix.148

Reference 131 produced Ge QDs via magnetron RF

co-sputtering, where XPS measurements indicate a reduction

FIG. 7. Si 2p X-ray photoelectron spectra for 43% excess Si fabricated by

magnetron co-sputtering, annealed at 900 �C. Best fits are shown depicting

the oxidation states with the full width half maximum (FWHM), energy

position and percent contribution shown. Reprinted with permission from

Mirabella et al., J. Appl. Phys. 106, 103505 (2009). Copyright 2009

American Institute of Physics.

FIG. 8. Si 2p X-ray photoelectron spectra of SiO1.4, produced by reactive

RF magnetron sputtering, annealed at 1000 �C. The best fit shown depicts

sub-oxide states. Reproduced by permission from Zhang et al., J. Cryst.

Growth 311, 1296 (2009). Copyright 2009 by Elsevier Limited.

FIG. 9. Variation in the gap energy as a function of QD diameter. Data

points are taken from Kim et al.,143 Sa’ar et al.,134 Alonso et al.,140 and

Takeoka et al.135
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of GeO2 as the annealing temperature is raised and an

increase in the sub-oxide states,149 Fig. 10.

The interplane spacing was measured using high resolu-

tion transmission electron microscopy (TEM) for Ge

QDs with a diameter <4 nm at 0.298 nm, reduced from the

bulk value of 0.326 nm suggesting a change in the crystal

structure.150 In this work, the authors suggest that the

radiative transitions in their structures are direct with a PL

peak energy around 2.3 eV. Similar Ge QDs exhibit a fast

ð� 1lsÞ radiative time.151 The samples of Ref. 150 show

broadening and a shift in the Ge crystalline phonon peak via

Raman measurements, which is attributed to stress and possi-

bly phonon confinement.138 Likewise, Ref. 131 reports a

Raman peak at 297.5 cm�1. Ultimately, the PL from Ge QDs

has been attributed to E0 defect centres and not direct gap

transitions.131

The defect states were controlled in a recently devel-

oped procedure by the group of Zhang et al., which is a

promising step for Ge QD fabrication.152 They used a low

temperature annealing process where only the substrate was

heated. In this work, a superlattice of Ge QDs was fabricated

in Ge rich oxide layers buffered by SiO2.152 A thick

sub-stoichiometric oxide interface was formed, thus produc-

ing highly stressed QDs. Raman measurements indicated

increased stress as the QD diameter was reduced (2.55 GPa

for a 7.1 nm QD). Furthermore, the authors measured a

blue-shift in the absorption spectrum with decreasing QD di-

ameter. This blue-shift is likely due to the stress in the QDs,

in agreement with the results of Ref. 143, noted above.

The PL of Ge QDs produced by co-sputtering can show

a large variation in results. In the work of Ref. 153, the

authors demonstrate PL due solely to defect states (multiple

twin stacks defects are observed). Whereas in the work of

Ref. 135, PL due to QC is observed, Fig. 9. In both cases, the

samples are produced by magnetron co-sputtering. The

essential difference between these sets of samples may be

due to the power of the sputtering source, leading to differen-

ces in the sputtering yield and hence the Ge concentration.

RF powers of 100 and 200 W are used in the work of Refs.

135 and 153, respectively. Zacharias and Fauchet obtained a

similar blue (3.1 eV) defect-related PL spectrum from GeO2

and Ge QDs embedded in an oxide matrix with a subnano-

second lifetime.154 The ease with which oxygen defect states

can form in a GeO2 matrix implies predominately defect

related PL, and increased stress in the QDs will be

observed.132,135,137,149 Thus, like the case of Si QDs, there

exists a large variation in the resulting QD properties, mak-

ing this preparation method inherently not reproducible from

one laboratory setting to another.

2. Plasma enhanced chemical vapour deposition
(PECVD)

A general overview of QD fabrication via PECVD is given

here. More detailed information can be found in Refs. 155–157.

Some results pertaining to chemical vapour deposition (CVD)

are given below although the focus is on PECVD, which is

more widely used due to a higher deposition rate. PECVD is

based on the chemical breakdown of silane gas prior to deposi-

tion. Microwave plasma decomposition (MPD)42,158–160 and

laser pyrolysis63,161–163 similarly are based on the breakdown of

silane and therefore have features in common with PECVD.156

Essential differences will arise between various experimental

set-ups in conjunction with the deposition rate, pressure, and

temperature.

Juxtaposed with sputtering (Sec. II A 1), PECVD is an

inherently chemical based process, and for this reason, con-

tamination can be an issue of concern. In either case, post

high temperature annealing of the deposited sub-

stoichiometric film causes phase separation, nucleation sites,

and growth of QDs.164 QD formation in PECVD grown sub-

stoichiometric oxide films is a diffusion driven process tend-

ing to produce amorphous QDs.165 A comparison between

PECVD and co-sputtering is given in Refs. 38 and 166.

Furthermore, CVD can be used to grow surface QD struc-

tures,167 similar to molecular beam epitaxy, Sec. II A 3.

Specifically, CVD is based on the principle of flowing

silane, SiH4, gas over a heated substrate. The thermal energy

induces the chemical reaction: SiH4(g)! Si(s)þ 2H2(g) at

the surface of the substrate, thus absorbing Si for film

growth. In the case of PECVD, a plasma is created in much

the same way as described in Sec. II A 1. The plasma or glow

FIG. 10. Ge 3d5=2 X-ray photoelectron spectra as a function of annealing

temperature. Reproduced by permission from Maeda, Phys. Rev. B 51, 1658

(1995). Copyright 1995 by American Physical Society.
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discharge acts to increase the rate of chemical reactions by

providing kinetic energy to the SiH4 gas to break bonds.

A typical set-up of a PECVD chamber is shown in Fig. 11.

The set-up is quite similar to a co-sputtering system apart from

there being no target material. In a PECVD chamber, the sub-

strate is placed between two electrodes powered by an RF

source. Growth of SiOx is carried out with the use of SiH4, He,

and N2O (or O2). SiNx films use SiH4, He, and NH3 (and/or

N2). After the introduction of the gases, a plasma is generated

and the typical reaction is: e–þSiH4! e–þ (SiH3)–þHþ. In

this ionized state, the gases are more readily attracted to and

react with the substrate. It should be noted that the actual chem-

ical process during PECVD is quite complicated and not fully

understood.156

PECVD is characterized by high deposition rates from 3

to 10 nm/min. Parameters that control the quality and struc-

ture of the final film include pressure, gas flow, glow

(plasma) discharge energy, excitation frequency, RF power,

plasma electron density, substrate temperature, and flux of

particle species.156 Surface growth is inherently sensitive to

the deposition rate with respect to the relaxation rate of

atoms at the surface. These differences of rates can lead to

surface irregularities that can propagate through the thick-

ness of the film.

It has been shown that Si-O-Si bonds tend to form dur-

ing the growth process with a low bond angle.156,164 These

bonds are stressed and easily break, thus forming defect

centres. Inert gases and high temperatures during annealing

can help control the formation of defect centres such as Si-

H, Si-N, Si-OH, and N-H bonds.155,164 Better film quality is

achieved in the SiOx layer when x is not far from 2, which

increases the Si-O-Si bond angle.156 While SiOx is essential

for QD formation, defect free samples are also desired. For

higher oxygen content N2O gas is used, because it has a

lower activation energy than O2. However, this leads to N

contamination in the film, which blue-shifts the optical gap

and lowers the absorption efficiency.38

a. Characterization of PECVD QDs. A clear structural

difference can be seen between PECVD QDs (Fig. 12)

grown at the same atomic concentration as magnetron

co-sputtered QDs (Fig. 7), Sec. II A 1 a. XPS measurements

confirm the existence of a low concentration of Si-Si bonds

for PECVD QDs,38 Fig. 12. The concentration of interface

states (Si3þ and Si1þ) is higher than the Si0þ state in the

PECVD sample, indicating a thick interface. Due to the thick

interface, Raman measurements demonstrate stress in the

QDs168 similar to co-sputtered QDs. In addition, PECVD

QDs exhibit a lower concentration of interface states as com-

pared with co-sputtered QDs. This observation is unexpected

at first considering the fact that both types of samples are

formed via precipitation out of a sub-stoichiometric oxide.

Contamination and defect formation were observed in

IR spectroscopy and RBS measurements. Reference 164 pro-

duced SiOx films using source gases of N2O and SiH4. IR

spectroscopy measured the Si-O-Si stretching mode at

1028 cm�1 for the as-deposited film, which is lower than the

bulk value of 1080 cm�1. Subsequent annealing verifies that

this mode moves closer to the bulk value indicating that Si is

nucleating out of the SiOx film, thus forming SiO2, Fig. 13.

Nitrogen contamination was verified through RBS analysis

at roughly 10 at. %. Initially, IR measurements detect the

Si-N stretching mode (870 cm�1). After annealing the sam-

ple, this mode becomes Si-O-N, Fig. 13.

It is clear that impurity defect states do exist in PECVD

QDs. While the origin of the defects is different from a co-

sputtered sample, they have the same essential effect on the

QD structures. The interface-defect states are most likely Si-

O-N, based on IR measurements. PECVD QDs demonstrate

a notable Stoke’s shift between the optical absorption and

emission lines due to the interface states.168 This effect is

similar to what was discussed in the case of co-sputtering

(Sec. II A 1 a); however, the magnitude of the effect differs

due to differences in the interface structure. The observed

change in EG for PECVD QDs is similar to the case of ion

implanted QDs (Sec. II A 4 a). Although pinning from inter-

face states has a larger role in the PECVD QD, as noted the

change in EG is minor for QD diameters smaller than

FIG. 11. Schematic representation of plasma-enhanced chemical vapour

deposition apparatus.

FIG. 12. Si 2p X-ray photoelectron spectra for 43% excess Si fabricated by

PECVD, annealed at 900 �C. Best fits are shown depicting the oxidation

state’s percent contribution. Reprinted with permission from Mirabella

et al., J. Appl. Phys. 106, 103505 (2009). Copyright 2009 American Institute

of Physics.
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2 nm,164 Fig. 14. Nonetheless, QC effects are still observed

albeit minor ones, because of the complicated interplay

between stress and interface states in these samples, Fig. 14.

A striking difference is noted when comparing Si QDs

embedded in SiO2 Ref. 164 with ones embedded in Si3N4.169

Si3N4 has a band gap of 5.6 eV, while SiO2 has a band gap of

8.9 eV. Therefore, one might expect that confinement effects

would be stronger in SiO2. However, the opposite effect is

seen, Fig. 14. The exact reason for this phenomenon is not

clear, but it is most likely due to the nature of the interface

states. SiO2 embedded QDs demonstrated a lower change in

EG than most theoretical predictions due possibly to pinning

of the VB via interface states,164 as noted above.

Furthermore, a lower bond enthalpy in SiN compared with

SiO implies greater mixing at the interface during anneal-

ing,20 thus lowering the confinement strength.170,171

In addition to the interface states, another interesting dif-

ference between the SiO2 and Si3N4 embedded PECVD QD

is the crystallinity of the structure. TEM images clearly show

SiO2 embedded QD structures as being crystalline.168 On the

other hand, Si3N4 embedded QD structures are amor-

phous.169 Amorphous structures are known to exhibit stron-

ger confinement, possibly due to a reduction of the effective

mass in the amorphous system compared with the crystalline

system, and/or due to pinning of valence states in the crystal-

line system.20 In addition, one cannot discount the large

stresses observed in Si3N4 embedded QDs.170

Compared to embedded PECVD QDs, QDs grown on

the surface of a substrate show a much stronger blue-shift in

the PL energy,167 Fig. 14. These QDs appear to be character-

istic of an amorphous system. Surface grown QDs are based

on self-assembly due to strain between the substrate and the

deposited material,167 see also Sec. II A 3. Therefore, the

large blue-shift in EG contains an additional stress compo-

nent due to the lattice mismatch. In the work of Ref. 167,

they cite the theoretical model of Ref. 172, which does not

account for the stress component. In addition, a high energy

defect band is clearly observed from the substrate

material.166

Ge QDs have been fabricated on the surface of a variety

of insulating substrates via a range of conditions within the

CVD method.173–175 This variability makes it difficult to

obtain a clear picture of the final structural and optical prop-

erties. Reference 173 reports observing Ge QDs on a N2O

substrates prepared at 550 �C and not on other dielectric sub-

strates. Crystalline Ge QDs are reported in Ref. 174, while

polycrystalline Ge QDs are reported in Ref. 175. Generally,

substrate effects make it difficult to clearly observe QC

effects in Ge QDs.176 Contact with a substrate places large

stress on the QD due to lattice mismatch.177,178 A similar

strain effect is observed in CVD Ge QDs when grown on po-

rous Si.179

3. Molecular beam epitaxy

A general overview of QD fabrication via molecular

beam epitaxy is given here. More detailed information can be

found in Refs. 180–182. In the typical set-up, MBE is used to

form surface grown QDs sometimes referred to as islands. In

this respect, gas source MBE is similar to surface grown

CVD structures (Sec. II A 2) or evaporation based methods

(Sec. II A 1). The MBE set-up can be used to form islands

that can be subsequently capped with typically an oxide layer.

An essential feature of these structures is the strain placed on

the QDs due to lattice mismatch from the substrate,177,178,183

which is required for their growth. This concept of island for-

mation is essentially different from the sub-stoichiometric

oxides discussed above, Secs. II A 1 and II A 2.

The principle of MBE growth is fairly straightfor-

ward.182 A simplified schematic of an MBE chamber is

shown in Fig. 15. The MBE chamber is pumped down to

UHV. Sources can include GeH4 or SiH4. Si2H6 or Ge2H6

can also be used, which leads to H desorption, but provides a

FIG. 13. IR spectrum of an SiOx film containing 37% excess Si. As depos-

ited, and after annealing at 1100 �C and 1250 �C shown. The position of the

Si-O-Si stretching mode for a stoichiometric SiO2 film is shown. The Si-N

stretching mode is at 870 cm–1. Reprinted with permission from Iacona

et al., J. Appl. Phys. 87, 1295 (2000). Copyright 2000 American Institute of

Physics.

FIG. 14. Variation in the gap energy as a function of QD diameter. Data

points are taken from Park et al.,169 Iacona et al.,164 and Zaknoon et al.167
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greater sticking coefficient. Typically, Si and Ge decomposi-

tion occurs in effusion (Knudsen) cells,181 Fig. 15. The gas is

collimated into a beam and directed toward a heated sub-

strate. The particles in the beam travel ballistically and thus

undergo molecular flow.182

The details of deposition depend on the number of dan-

gling bonds at the surface.181 Once the particles in the beam

are deposited on the substrate, the second step in QD forma-

tion is migration of the deposited species on the surface prior

to their incorporation in the growing material. There are a

three different growth morphologies:180 Frank-van der

Merwe (FM) morphology via laying a flat single crystal layer

(important for quantum well growth, Sec. II C 3), Volmer-

Weber (VM) morphology characterized by the formation of

3D islands leaving part of the substrate exposed,184 and

Stranski-Krastanov (SK) morphology with the formation of

3D islands over a complete wetting layer.183

When the deposited layer and the substrate have a simi-

lar lattice spacing, FM and VM growth can be understood

through thermodynamic wetting arguments based on interfa-

cial free energies. If the strain energy due to lattice mismatch

becomes larger than the interfacial free energy, then SK

growth is favoured.183 Strain leads to dislocation defects in

the lattice. In the case of Ge on Si(001), strain relaxation

happens through dislocation formation through the SK

growth mode.183 Ge island formation corresponds with the

formation of f105g planes, which are accompanied by

f113g and f102g planes as the island grow. The formation

of defects due to strain is complicated due to the interplay of

strain and interfacial energies.

The morphology of the deposited structure is determined

by the deposition rate, surface temperature, surface material,

and the crystallographic orientation, to name a few growth

parameters. If the temperature of the substrate is too low,

defects can become a problem. On the other hand, if the tem-

perature is too high, inter-diffusion at the interface between

the deposited material and the substrate will occur. Since the

chamber is under UHV, one can use reflection high-energy

electron diffraction (RHEED) to monitor the growth process.

RHEED provides information about the crystallographic

symmetry, long-range order, imperfections in each layer, and

whether the growth process is 2D or 3D. Generally, MBE

growth yields abrupt interfaces and is highly reproducible,

although contamination can be a problem.

Several novel routes toward island formation exist in the

literature. Carbon was used to induce Ge QD formation lead-

ing to radiative recombination between electrons confined in

the underlying wetting layer and holes confined in the Ge

islands.185 Novel shapes were produced using micro-shadow

masks on non-planar pre-patterned substrates, though the

structures are too large to observe QC effects.186 Reference

187 produced Si QDs on Gd2O3 and capped them with

Gd2O3, producing a system where tunnelling effects can be

observed.188 In this system, there is little change in the va-

lence band and a large shift in the CB, which is aligned with

the CB of Gd2O3.187 Si and Ge QDs grown on LaAlO3 are

reproducible, defect free, form a diamond structure, and ex-

hibit strain at the interface.189,190 Sapphire substrates provide

a high density of homogeneous Si islands with respect to

their dimensions.191

a. Characterization of MBE QDs. As mentioned in

Sec. II A, Si and Ge tend to form an alloy, Si1�xGex. In the

work of Ref. 192, highly ordered Ge QDs were formed on a

Si(100) substrate. The Raman spectrum confirms the exis-

tence of a Si-Ge vibrational mode, which is located at the

interface of the QD and the substrate. In addition, the Raman

spectrum shows a red-shift in the Ge vibrational mode due to

strain. These samples show weak confinement effects with a

PL band at 0.767 eV. Therefore, the change in EG is associ-

ated with strain effects in the Ge islands. Furthermore, oxide

states were found capping the Ge QDs.192 These results indi-

cate the need for more control during QD formation if QC

effects are to be observed.

In another approach, Ref. 193 grew multilayers of

weakly strained Ge QDs on SiO2 with Si layer spacers,

where Ge adatoms formed stable islands. These structures

exhibit a weak confinement band at �0.8 eV with a type-I

band alignment between the Ge QDs and the Si buffer layer.

This PL signal was measured at low temperature with a bulk

Ge band gap of 0.74 eV.194 In addition to the low energy PL

band, a PL band between 2! 3 eV was also observed. This

band is associated with radiative defect states at the Ge/SiO2

interface, along with stress. In the work of Ref. 195, the

same samples as in Ref. 193 were measured using XPS.

Ref. 195 measures only the change in the VB position as a

function of QD diameter and observes a noticeable shift. The

authors claim that if a similar shift in the CB was observed,

then the change in EG would match the work of Ref. 124,

Sec. II A 1. The results here are similar to the work of

Ref. 192, discussed above.

High quality Ge QD samples were prepared on SiO2 and

TiO2 substrates, in the work of Refs. 194 and 196. In this

work, care was taken to ensure that all sample preparation

was done in-situ, thus eliminating oxide contamination prior

to annealing. Also, the Ge QDs were capped with an

amorphous-Si (a-Si) layer. The PL for the two substrates is

FIG. 15. Schematic representation of molecular beam epitaxy apparatus.
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similar, Figs. 16 and 17. In either case, weak confinement

effects can be seen by a PL band slightly blue-shifted from

the bulk EG and its variation with QD diameter. Since the

annealing was done prior to capping the QDs with Si, Raman

measurements do not indicate a SiGe vibrational mode.197

The wide PL band is partly due to defect states from the ox-

ide layer that were relieved during annealing.196 In addition,

Raman measurements do indicate that the Ge QDs are

slightly stressed as expected from an MBE set-up.

4. Ion implantation

A general overview of QD fabrication via ion implantation

is given here. More detailed information can be found in Ref.

198. Ion implantation is a broad subject of study in itself. An

ion beam can be used for a variety of purposes including modi-

fying the properties of a material, causing a phase transforma-

tion of the implanted material, and creating silicon on insulator

wafers, to name a few. In addition, there is still extensive work

under way toward understanding the energy loss process and

defect production in implanted materials.199,200

The design of an ion accelerator facility can vary

greatly. A schematic of the essential design for an ion accel-

erator is given in Fig. 18. The principle of operation is the

same for all accelerators. Typically, a sputter source is used

to produce a gas of ions. The ions are then subject to a poten-

tial difference accelerating them to the terminal end and are

diverted with a series of magnets (injector magnet, quadru-

poles, and high energy magnet). A substrate of any material

is placed at the terminal end of the ion beam, denoted as the

FIG. 16. PL of Ge QDs grown on TiO2 by MBE and corrected for the PL

instrument response. Sample L01 has an average QD diameter of 20.3 nm,

M01 20.7 nm, and P01 18.4 nm. Reproduced by permission from Lockwood

et al., J. Electrochem. Soc. 157, H1160 (2010). Copyright 2010 by The

Electrochemical Society.

FIG. 17. PL of Ge QDs grown on SiO2 by MBE and corrected for the PL

instrument response. The Ge QD size is given in the figure. Reproduced by

permission from Rowell et al., Superlattices Microstruct. 44, 305 (2008).

Copyright 2008 by Elsevier.425

FIG. 18. Schematic of an ion accelerator. The sputter source produces an

ion beam. The injector magnet selects the correct ion charge to be acceler-

ated through a potential gradient. The quadrupoles and high energy magnet

focus and direct the beam to a substrate on the implantation stage.
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“implantation stage” in Fig. 18. During implantation, the

beam energy, dose of implanted ions, substrate temperature,

pressure, angle of incidence, and beam current are all pre-

cisely known.

QD formation in this set-up happens through the proper

control of the implantation energy, dose, and the correct

annealing conditions. From the implantation energy and

dose, the implanted ion concentration at a certain depth

can be determined using the program SRIM.129 Typically,

the concentration needs to be on the order of

1021 ! 1022 atoms=cm3, requiring a dose on the order of

1016 atoms/cm2. Following implantation, QD formation is

facilitated by annealing the substrate, thus giving enough

thermal energy to the implanted ions for diffusion. The

actual details of QD formation can be quite complicated,

because of the nature of defects produced during the implan-

tation step. Notably, defects in the Si QD nucleation zone

facilitate the formation of QDs via a transient enhanced dif-

fusion mechanism.199,201 The defect concentration varies

with depth, leading to a depth profile of QD size and concen-

tration, which can be investigated by depth resolved PL.202

In addition, during the annealing step, Si QDs oxidize,

implying the formation of a thick interface.203 However,

there are good models for the formation of QDs during

annealing.204–206 The most effective way to control the size

of the QD is to vary the implantation dose, thus varying the

amount of material available for nucleation.206 The QD size

can also be affected by the thermal budget.204

Many authors have considered a variety of implantation

conditions. It should be noted that variations in the implanta-

tion conditions will produce QDs with different structural

properties, while a range of implantation conditions do still

produce QC-related PL, see Sec. II A 4 a. A secondary im-

plantation with a high dose leads to a high defect concentra-

tion.207 Reference 208 uses rapid thermal annealing to

enhance the PL intensity. High temperature implantation

will allow many of the defects produced during the initial

implantation step to diffuse.209 Multiple implant energies

create increased defect based PL.210,211

Ion implantation is fundamentally different from both

co-sputtering (Sec. II A 1) and PECVD (Sec. II A 2). In the

latter two cases, one produces a sub-stoichiometric SiO2 or

GeO2, whereas ion implantation produces a super-saturation

of Si or Ge in a matrix material (often SiO2). These differen-

ces lead to different growth kinetics and thermodynamics

and produce different interface structures. Defect-interface

states (which were discussed in Secs. II A 1 and II A 2) form

as the Si0þ phase separates from the initial sub-oxide depos-

ited layer. On the other hand, ion implantation is character-

ized by the production of a large number of oxygen vacancy

defects in the matrix material, discussed below. As men-

tioned, these defects enhance the mechanism of QD forma-

tion and finally the formation of the sub-oxide interface

states. In principle, all defect types (point, line, planar, and

volume) including radiation induced defects during implan-

tation can be observed; see Chaps. 7 and 9 of Ref. 198. In

addition, the implantation process causes sputtering along

with swelling of the substrate material with a net effect of

around 1 nm for typical energy and dose ranges.212

A comprehensive study of defects in SiO2 is given in

Ref. 213. Oxygen vacancy defects, VO, are represented as

O3	Si�Si	O3. When the bond between the Si atoms is

broken, through electron excitation or hole capture, this

defect becomes positively charged, VþO , and is called an E0

centre defect, represented as O3	Si

�
Si	O3 (
 is an

unpaired electron and � is the trapped hole). A study of E0

centre defects at the interface of Si and sub-stoichiometric

SiO2 as a function of the annealing condition is given in

Ref. 214. The dominant defect observed after implantation

into SiO2 is the E0 centre defect.215 This state is reported to

be a non-radiative recombination centre, thus quenching the

PL from Si in an as-implanted sample. However, there is PL

emission observed from the neutral VO at 470 nm,215,216

Fig. 19. In addition, there is PL from nonbridging oxygen

hole centres (NBOHC), denoted O3	Si� O
. This

defect has a PL band around 630 nm,215 Fig. 19. The

defect-associated PL is removed by annealing the sample,

allowing the reconstruction of the SiO2 structure and forma-

tion of QDs217 (see PL curve obtained after annealing at

1100 �C in Fig. 19). There is the potential for the formation

of other defect structures including double defects.218

We noted that implantation produces E0 centre defects.

During the nucleation phase of Si in SiO2, these defects are

almost completely removed and crystalline QDs are

observed,204,215,219 Fig. 19. Defect production and removal

is studied in Ref. 220 establishing a model relating the num-

ber of non-radiative centres, PL intensity, and lifetime. It is

clear that not all defect states can be removed, because there

must exist an interface between the Si QD and the matrix,

which will contain sub-oxide states. The most notable state

is the Pb defect, which is an under-coordinated Si atom

ðSi3	Si
Þ and is detected in an annealed sample.215 Three

different charge states exist for the Pb dangling bond defect:

Dþ, D0, and D– corresponding to zero, one, or two electrons

FIG. 19. PL spectra for an as-implanted SiO2 substrate with Si, and annealed

at 600 �C and 1100 �C. The defect bands are shown by the dashed curves at

470, 550, and 630 nm. Reproduced by permission from Song and Bao, Phys.

Rev. B 55, 6988 (1997). Copyright 1997 by American Physical Society.
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in the dangling bond, respectively. The positive charge state

pulls the under-coordinated Si atom into the plane of the

other three Si atoms, while the negative charge states have

the opposite effect,7 which can cause stress in the system.

These defect states also act as non-radiative traps; however,

they can be controlled by annealing in forming gas (95%

N2:5% H2), which acts to passivate the dangling bonds.221

Such an anneal increases the PL intensity without causing a

shift in the peak position. The interaction of Pb defects with

molecular hydrogen is studied in Ref. 222.

Another substrate material that researchers have looked

at for both Si and Ge is Al2O3, because of its optical trans-

parency. However, QD formation is difficult in this matrix

material. Also, Al2O3 is a highly contaminated material from

the manufacture. In the case of Si implantation, a PL band

around 750 nm was observed, but this same band was also

observed in the unimplanted sample.223 In the case of Ge,

one observes significant out-diffusion of Ge and stress.224,225

a. Characterization of ion implanted QDs. While dan-

gling bonds at the interface can be passivated, suboxide

interface states will still exist. In the work of Ref. 212, the

Si3þ state, Si2O3, was found at the interface with a concen-

tration that depends on the implantation energy and dose.

This state was observed in the work of Ref. 5, where it was

also noted that the interface is sharp as compared to

co-sputtered and PECVD QDs, Figs. 7, 8, 12, and 20. For a

high-dose low-energy implant, the interface state has a low

concentration, while the opposite is true for the high-dose

high-energy implant.212 When the sub-oxide interface is thick,

the system is under increased stress.226 The interface thickness

can be controlled and stress is generally relieved with anneal-

ing.5 Similar to our discussion in Secs. II A 1 a and II A 2 a,

the interface states couple to electronic states in the QD.

These states are noted to exist as mid-gap states where primar-

ily the Si-O vibrational mode (0.13 eV) was observed to cause

a Stoke’s shift between the PL emission and absorption, and

caused pinning of the VB states,134,219 Fig. 21.

Fig. 21 demonstrates differences in the observed PL for

different implantation conditions. As mentioned above, high

energy and high dose implants can produce many interface

defect states, and this condition leads to increased stress in

the QDs. Comparing the work of Refs. 219 and 227, a larger

blue-shift of EG is noted in the case of Ref. 227 as seen in

Fig. 21. In the case of Ref. 227, multiple implant energies

are used, which increases the concentration of defect states

produced in the matrix material. This measured PL is compa-

rable to that from PECVD and sputtering samples due to the

nature of the complicated interface. In the work of Ref. 219,

the interface is noted to cause a Stoke’s shift between the PL

and absorption spectra. PL from Ref. 199 shows a much

smaller change in EG with the use of a moderate implanta-

tion energy. These samples were analyzed in the work of

Refs. 5 and 20, where it was found that these samples have

an Si3þ interface state, are crystalline, and likely experience

a pinning due to the interface states.

Si QDs formed by ion implantation also exhibit compli-

cated decay dynamics, owing to their high packing density.

Size dependency of the radiative lifetime and non-linear

state-filling effects are reported.30,228 A stretched exponential

decay in the radiative lifetime is characteristic of the exis-

tence of multiple decay channels.229 Some of these channels

include tunnelling effects and defect states. Fast and slow

time-resolved PL similar to Sec. II A 1 a is observed due to

high energy interface states and low energy QC states.43,230

While Si QDs can be controlled through proper implant

and annealing conditions, Ge does not produce such well

FIG. 20. XPS spectra of the Si 2 p state for Si QDs embedded in SiO2

formed by ion implantation with an average QD diameter of 1.7 nm.

Oxidation states are labelled in legend. Reproduced by permission from

Barbagiovanni et al., Phys. Rev. B 83, 035112 (2011). Copyright 1997 by

American Physical Society.

FIG. 21. Variation in the gap energy as a function of QD diameter for Si im-

plantation at different energies in a SiO2 matrix. Data points are taken from

Mokry et al.,199 Garrido Fernandez et al.,219 Ding et al.227
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defined PL. Ge more readily diffuses leading to desorption

during annealing compared with Si.225,231,232 Ge easily oxi-

dizes; thus, in the neutral VO defects formed after implanta-

tion, Ge is able to substitute the place of Si in either one or

two positions and readily desorbs.233,234 In addition, Ge

remains stressed after annealing partly due to incorporation

in the matrix material.234–236 Therefore, after annealing, the

only PL observed is defect related PL around 350 nm and

450 nm.237 In addition, red PL has been observed for Ge

implanted in SiO2. However, it has still been attributed to VO

defects at the interface.238–241

5. Porous silicon (por-Si)

A general overview of fabrication via chemical etching

to form por-Si is given here. More detailed information can

be found in Ref. 242. Fabrication of por-Si spawned much of

the original interest in NSs and the desire to explore a range

of fabrication methods. The number of publications on this

subject is staggering, and it is not possible to cover them all.

Similar to the case of ion implantation (Sec. II A 4), there are

a wide range of conditions that one can use to fabricate por-

Si NSs.243 Traditionally, there was much debate about

whether por-Si structures are more wire or dot-like.244

Generally speaking, short chemical treatments form QDs,

while longer treatments lead to the formation of Q-wires.243

Annealing in an O environment forms SiO2 on the surface

that will consume the inner Si core, thus forming spher-

ites,243 Fig. 22. A spherite is described as a state in between

a QD and a Q-Wire, like an “American football” or a

“Rugby ball.”

In this section, we describe por-Si results that exhibit

properties closer to those of QDs. In Sec. II B 3, we discuss

por-Si Q-Wires, but it is understood that many of the proper-

ties of a por-Si Q-wire and a QD are the same, apart from the

dimensionality of confinement. The PL data generally lies

close to a model for Q-wires, though in some cases it may lie

between the Q-wire and QD model (see Sec. II B 3, Fig. 30).

Therefore, much of the information presented here carries

over to Sec. II B 3. A few review articles on por-Si are

Refs. 75, 243, 245–249.

In principle, the process of por-Si QD formation is quite

straight forward. Different planes in the Si crystal structure

etch at different rates leading to the formation of irregular

structures when etched. However, most etching is unidirec-

tional and perpendicular to the substrate surface. Still, etch-

ing creates a rough surface. When pores sizes are down to a

few nanometres, it becomes energetically favourable for the

hole to etch Si at the bottom of a pore, thus elongating an

irregular nanometre thick wire.249 This etching leads to the

formation of pores that are regularly oriented with an aver-

age pore diameter.

A piece of Si can be etched using chemical, photochemi-

cal, or electrochemical methods.242 Purely chemical based

etching using an HF solution is very slow, and this can be

speeded up by using an electrochemical method.243

Electrochemical methods are frequently used for QD forma-

tion, while a purely chemical method gives greater control

for the formation of Q-wires.243,250 Pure chemical etching

yields great variability in the properties of the final sample,

while galvanostatic anodization improves sample quality.242

Ethanol is frequently used with HF to improve wetting of the

substrate.

There are several different reactions occurring during

electrochemical etching, but it is clear that it leads to oxida-

tion of the surface and the formation of silicon hexafluor-

ide.242,247 Initially, the surface is H terminated, but this is

only a metastable state and leads to oxidation upon exposure

to air. por-Si structures have a large surface area, and passi-

vation (with H or O) of the surface changes the observed PL,

Fig. 23. Other passivation methods include organic spe-

cies.242,251 The nanoscale architecture (porosities, pore sizes,

and surface area) depends on the doping of the Si substrate

(e.g., spongelike for p-type substrates and columnar for

n-type, Ref. 248), fluoride concentration, current density,

and anodization time.242

There has been much debate as to the exact mechanism

of radiative transitions in por-Si.243 Much of this has to do

with the fact that por-Si leads to a complex surface chemis-

try, described above. In addition, large-scale structural inho-

mogeneities lead to broadening in the reported lifetimes and

an increased exchange splitting, which can suppress radiative

states.243 Nonetheless, it has been shown that no-phonon

processes can dominate in por-Si under the condition of a

strong confinement potential.25,26,75 Also, increased etching

leads to a blue-shift in the radiative energy.243 We will focus

on some of the general features of por-Si that, when fabri-

cated appropriately, do allow for the observation of QC.

FIG. 22. Schematic of Si spherite formed by oxidation of a por-Si Q-Wire.

Note that the spherite is dimensionally an elongated quantum dot.

FIG. 23. QD size dependence of EG in por-Si samples reported in Ref. 252.

“Before exposure to oxygen” refers to samples kept in an Ar gas environ-

ment, eliminating surface oxide states. “After exposure to oxygen” refers to

oxidized samples, where the effects of surface pinning due to localized states

in Si¼O are seen.
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a. Characterization of por-Si QDs. The effect of oxidiz-

ing the surface of por-Si was clearly demonstrated in the

work of Ref. 252. In this work, when samples were kept

under an inert Ar atmosphere there was a clear trend in the

peak PL energy shifting to the blue with increased QC,

Fig. 23. When the samples were exposed to air, there was a

red-shift in the PL spectrum for most of the original poros-

ities, Fig. 23. The authors attribute this shift to three different

regimes in the recombination mechanism. At QD sizes larger

than 3 nm, they conclude that the PL is from free excitons.

Between �1.7 and 3 nm, the radiative recombination comes

from an electron localized on a Si¼O (Si2þ) bond and a free

hole. For less than �1.7 nm, the PL is from an electron and

hole localized on a Si¼O bond. This observation indicates

that if the samples are not passivated with H, then one can

expect to observe QC in a very limited range of QD sizes.

The effect of surface state vibrational modes along with

phonon effects has been extensively studied. In the work of

Refs. 56 and 75, phonon resonances were observed in the PL

band. It is likely that the phonon resonances are due to the

inhomogeneous broadening of the porosity. However, single

QD PL spectroscopy was carried out verifying that emission

is atomiclike with the observation of TO-phonon modes

along with a replica mode at 6 meV.253 This second mode is

responsible for the ‘broad’ PL spectrum from single QD

emission at room temperature. Vibrational modes are also

seen as a shift between PL and absorption (discussed in

Secs. II A 1 a and II A 4 a) as seen in Ref. 254, Fig. 24.

In the above sections, we have mentioned the influence

that a thick oxide interface has on the optical properties of

NSs. Stress placed on por-Si due to the surrounding oxide

was studied in the work of Ref. 255. They found an increas-

ingly large tensile stress on the surface with increasing

porosity, which decreased in the radial direction, along with

a compressive component at the interface with the Si sub-

strate. Raman spectra indicate a very broad peak that is red-

shifted from the bulk peak position,254,256 Fig. 25. Stress in

por-Si samples was modelled in the work of Refs. 257 and

258 using a bond order length correction model. The por-Si

samples studied showed PL due to QC states.257

Nonetheless, due to the complicated nature of the interface,

it was found that a model which included a modification to

the coordination number due to imperfect surface states

improved the fit with experimental data. This model includes

stress to the Si-Si bonded states, which contract by �20% at

the surface as measured by a Si 2p shift in the XPS data.

Oxide states are also noted, with respect to the radiative

properties of por-Si. Radiative lifetime measurements reveal

a fast (defect related) and slow (QC related) lifetime compo-

nent.259 The fast and slow components exist in a freshly pre-

pared sample of por-Si, while an exclusively fast component

exists in an oxidized sample. Spectral hole burning measure-

ments report two TO phonon modes.260 Increasing the sam-

ple temperature of the PL measurements heals the spectral

hole in accordance with exchange splitting and indicates that

radiative PL comes from QC states. In addition, Ref. 261

reports tunnelling through oxide-connected spherites.

Therefore, it appears that surface/interface oxide states play

an important role in por-Si. The effects are readily seen,

because the etching process creates a much larger surface

area of dangling bonds for O to bond with. Indeed, a relation-

ship between the ratio of Si-O:Si-H bonds and the observed

PL has been reported.243

B. Q-Wires

Q-Wire research focuses principally on the electron trans-

port properties, e.g., for use in transistor applications.11,262,263

In general, Q-Wires are not ideal for optoelectronic applica-

tions, because they have a high defect concentration leading to

a high scattering rate.11 Nevertheless, there has been a

FIG. 24. Transmittance and photoluminescence spectra for por-Si comprised

of 3.1 nm diameter spherites. Reproduced by permission from Lockwood

et al., Solid State Commun. 89, 587 (1994). Copyright 1994 by Elsevier

Limited.

FIG. 25. Raman spectrum of por-Si compared with crystalline Si (c-Si).

Reprinted with permission from Sui et al., Appl Phys. Lett. 60, 2086 (1992).

Copyright 1992 American Institute of Physics.
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concerted effort to engineer functional devices.245,246,263,264

Traditionally, vapour-liquid-solid (VLS) growth and oxide

assisted growth (OAG) produce wires that are on the order of

tens to hundreds of nanometres in diameter,19,265,266 making it

difficult to observe QC effects. Recent work on the OAG

method produced Q-wires on the order of a few nanometres,83

and por-Si wires tend to be of a similar diameter.243,244,248

1. VLS technique

The vapour-liquid-solid growth method was originally

described in Ref. 267. In principle, the details of VLS growth

can be quite complicated, but control over the physical prop-

erties of the Q-Wires is fairly well understood.19 Details of

Ge Q-Wire growth are given in Refs. 268–270.

VLS growth produces single crystal and highly aniso-

tropic Q-Wires of fairly uniform diameter with little or no

amorphous oxide.271,272 A catalyst particle (typically Au,

although other materials can be used) is deposited on a sub-

strate.19,273 At this stage, the rate of change of the radius of

the Q-Wire ðdr
dtÞ is positive.274 A gas source of silane or ger-

mane is continuously supplied to the catalyst particle to form

a eutectic liquid droplet (the phase diagram for the eutectic

state is given in Ref. 270 for Ge and in Ref. 19 for Si). Note

that while eutectic point is often used to describe phenomena

accompanying the growth, typical growth temperatures are

higher than predicted by bulk phase diagrams. The eutectic

point has a lower activation energy for nucleation, and thus

growth in the axial direction happens only at the catalytic

site ðdr
dt � 0Þ, where material is transported to the eutectic

droplet/Q-Wire interface. The radius can taper ðdr
dt < 0Þ if no

material is supplied or the temperature is reduced.274 (NB: In

certain cases a related growth method called solution-liquid-

solid (SLS) is proposed as the growth mechanism, where

Q-Wire diameter control is an issue.270)

There are two interfaces that determine the Si-wire

growth conditions.265 There is a gas (reactant) solid (substrate)

interface implying vapour-solid growth and thickening in the

radial direction through dissociative adsorption. Second, there

is a liquid (eutectic) solid (Q-Wire) interface implying

vapour-liquid-solid growth in the axial direction. The domi-

nant interface depends on the pressure, gas flow rate, tempera-

ture, reactant species, and any background gases.265 H can

mitigate radial growth by terminating the Q-Wire surface and

also reduce roughening.265 Therefore, one has a high degree

of control over the radial/axial directions.

The Q-Wire diameter is connected with the growth

axis.272,275 The observed growth axis is based on minimizing

the total free energy. For a Si plane of (111), the growth

direction is h111i. Changing the pressure during growth will

alter the growth axis and thus change the diameter.276,277 For

Au catalysed Q-Wires, small, medium, and large Q-Wires

are associated with the h110i, h112i, and h111i directions,

respectively.272 For silicon wires of relatively small diame-

ter, the lateral surface energy contributions dominate over

the Au/Si interface energy, and its minimization determines

the preferential growth direction.

In addition, the growth axis determines the defect struc-

ture.266 (001) is the second lowest energy plane, implying

that (001) facets can appear along with (111) facets. High

concentrations of stacking faults and twin defects are

observed in VLS Q-Wires.266 Growth temperatures below

the eutectic point will introduce more defects, whereas high

temperatures generally produce high quality crystalline

Q-Wires.278 Other defects arise from contamination due to

the Au-catalyst, which introduces deep level defects in either

Si or Ge.19,279

a. Characterization of VLS Q-Wires. Ge Q-Wires experi-

ence several complications from the surface oxide layer.

Generally, no oxide will form on the surface of the Q-Wire,

but depending on the annealing conditions a thick oxide can

change the Q-Wire core into NS spheroids.266 The growth

substrate is typically Si with a native oxide layer. This native

oxide reacts with the Ge forming a GeOx sheath around the

Q-Wire.269 The additional oxide is removed with HF, but

will return with prolonged exposure to air.269 An oxide layer

leads to stress in the Q-Wire as clearly seen in Raman meas-

urements.280 Furthermore, O related defect states are seen in

Ge Q-Wire photoluminescence measurements,280 Fig. 26.

Therefore, direct observation of QC is difficult in Ge

Q-Wires as transitions near EG are not observed.279,281 Thus,

any observed shift in the optical absorption or emission

energy is likely associated with changes in O defect states

due to stress. Note that the origin of these complications is

similar to what was described in Sec. II A for Ge QDs.

However, since the growth method produces an exposed sur-

face with a high volume of dangling bonds, one expects an

increased role from the oxygen states at the interface.

Si VLS Q-Wires suffer the same oxide problem as their

Ge counterpart. In the work of Ref. 276, Si Q-Wires of vary-

ing diameter were made by changing the pressure according

to the principles described above. VLS Si Q-Wires of 4 and

5 nm diameter were made and produced a strongly blue-

shifted PL signal at 3.75 and 3 eV, respectively.276

FIG. 26. PL of VLS Ge Q-Wires grown at 700 �C. Reprinted with permis-

sion from Das et al., J. Appl. Phys. 101, 074307 (2007). Copyright 2007

American Institute of Physics.
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Considering the fact that the Q-Wire diameter is on the order

of the Bohr radius for Si, it is not likely that this large shift

in the optical gap is due to QC, but rather oxide defect

states.213 A similar defect related PL is seen in the work of

Ref. 282, Fig. 27. In the work of Ref. 283, it was shown that

defect related PL increases by increasing the oxide

thickness.

A thick oxide layer is known to increase EG by increas-

ing the stress in the system.284 Thus, if one takes caution to

remove the oxide layer, then QC PL should be observed. In

the work of Ref. 278, defect free Q-Wires were produced

and QC states were observed solely through an increase in

the full width half max of the Raman spectrum. PL poten-

tially due to QC was shown in the work of Ref. 285, where

the authors observe an optical gap at 1.9 eV for Q-Wires of

diameter 4.9 nm. However, this PL demonstrates a larger

shift in EG than expected for Q-Wires of the stated size. It is

also possible that Q-Wires of this size exhibit a direct band

structure;286 however, this behaviour has not been observed

directly.

2. Oxide assisted growth

The oxide assisted growth method produces a higher

density of Q-Wires in comparison with the VLS method;

however, diameter control is a challenge.287 Control over the

outer oxide thickness yields wires with a thin Si core,288

where a clear demonstration of QC is given in Ref. 83. The

details of OAG can be found in Refs. 19, 266, and 289. Ge

OAG Q-Wires undergo a similar process of formation as

with Si.290,291 Ge Q-Wires still suffer from oxide defect

states, stress, and other defects during formation290–292 simi-

lar to VLS Ge Q-Wires.

OAG does not use a metal catalyst and for this reason

does not suffer from deep defect states as in the case of VLS

growth. Some work has been done using a metal catalyst in

conjunction with OAG.293 First, a gas of SiO is generated by

either heating Si and SiO2 at 1200 �C via the reaction:

Si(s)þSiO2(s)! 2SiO(g), or by laser ablation.292 SiO gas is

generated in a tube furnace under a flowing inert gas envi-

ronment, which causes the SiO gas to flow downstream

through a thermal gradient to a region of lower temperature.

In the second stage, the SiO decomposes on the substrate

surface through two reactions: SixO(s)! Six�1(s)þ SiO(s)

ðx > 1Þ and 2SiO(s)! Si(s)þ SiO2(s). Therefore, Si dan-

gling bonds form on the Si substrate, which act as nucleation

centres for Q-Wire growth.

Si-Si bond formation is preferred for Q-Wire formation.

The reactivity of Si-Si bond formation is determined by the

stoichiometry of the system; see Fig. 10.5 of Ref. 289. O in

the SiO clusters diffuses to the surface of the Q-Wire to form

a SiO sheath, which is terminated by SiO2, thus limiting ra-

dial growth.294 In the [112] orientation, diffusion of O is

lower and so this direction is a reactive surface of SixO,

which is the dominant axial growth direction.294,295

Variations in the pressure can also be used to control the ori-

entation of the Q-Wires.296

During growth a high density of stacking faults along

the h112i direction is produced.19,266,289 These defects

include micro-twins and dislocations, which facilitate fast

Q-Wire growth,292 Fig. 28. In addition, the formation of

f111g surfaces (lowest energy surface) parallel to the axis of

growth facilitates the formation of SiO2, which retards

growth in this direction. Therefore, OAG Q-Wires are com-

prised of a Si core surrounded by a sub-oxide layer, which is

terminated by SiO2. This method leads to a large number of

defects in the Si Q-Wire including oxide defect states as seen

in the PL spectrum.292 These defects states are potentially

removed with an additional annealing step. However,

annealing increases the oxide thickness, producing stress in

the Q-Wire.83,287,292

a. Characterization of OAG Q-Wires. Novel growth was

achieved in the work of Ref. 288, where zeolite is used to

limit radial growth. This method leads to the formation of a

FIG. 27. PL spectra of VLS Si Q-Wires annealed under different oxidation

conditions. Sample 1 is as-grown, sample 2: 700 �C for 5 min., sample 3:

700 �C for 10 min., and sample 4: 700 �C for 15 min. Reproduced by permis-

sion from Sunqi et al., Sci. China Ser. A 42, 1316 (1999). Copyright 1999

by Springer.

FIG. 28. OAG Si Q-Wire. Micro-twin defects are marked by the arrow.

Reproduced by permission from Wang et al., Mater. Sci. Engi. R 60, 1

(2008). Copyright 2008 by Elsevier Limited.

011302-23 Barbagiovanni et al. Appl. Phys. Rev. 1, 011302 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

129.100.41.190 On: Wed, 09 Jul 2014 14:46:18



thick oxide shell and a thin Si core, which exhibits PL at

720 nm.288 However, since Al is observed in the Si Q-Wire

structure, it is possible that the observed PL is due to Al

states.223 Oxide related defect states have been clearly dem-

onstrated in the work of Ref. 297. Thus, proper control of

this oxide shell is essential for the observation of QC from

the crystalline Si core.298

Si Q-wires were produced in Ref. 83 by heating SiO

powders. The wires were cleaned with HF to remove the ox-

ide, thus forming a H-terminated surface. A clear demonstra-

tion of QC is seen in Ref. 83, Fig. 29. The energy gap was

determined using scanning tunnelling spectroscopy, which

also indicated doping levels in the wires as seen by an asym-

metrical shift of EG around 0 V. The formation of SiH2 and

SiH3 was observed on the facets of the Q-wires, which leads

to bending stresses in the wires.83 The inherent role of O in

the growth process of OAG Q-wires means we might expect

their properties to be similar to those of por-Si, Secs. II A 5 a

and II B 3 b. Indeed, the PL data of Ref. 83 (Fig. 29) are very

similar to the work of Refs. 244 and 299 (Fig. 30).

3. por-Si

The fabrication of por-Si was described in Sec. II A 5.

To make por-Si Q-Wires from QDs one needs to control the

etch rate.243 Chemical and electrochemical processes were

used together in the work of Ref. 250 to produce Q-Wires.

Reference 250 reported a notable shift in the PL spectrum

with changing porosity or Q-Wire diameter. Novel methods

have been used to produce highly ordered Q-Wires arrays.300

More details on Q-Wire fabrication are given in Refs.

247–249.

a. Characterization of reactive ion etching nanopillars. We

have been discussing fabrication of por-Si principally based

on electrochemical etching. Por-Si can also be produced

using reactive ion etching, which produces anisotropic etch

profiles compared with electrochemical etching.301 This

method is versatile, because it can be used to make a variety

of porous structures beyond Si.302,303 Reactive ion etching

increases the etch rate by combining chemical etching with a

plasma environment. The plasma serves the same function as

described in Sec. II A 2 by directing high energy particles to

the substrate.301,304 The increased etch rate produces a large

fraction of defect states.305

Reactive ion etching produces nanopillars. To poten-

tially observe QC effects requires an oxidation step to thin

the nanopillars, forming a structure similar to spherites. The

combination of defects states from the reactive process and

the oxidation process produces a highly stressed structure,

where an expansion of EG is seen in large nanopillars.306 In

addition, defects states are seen in the PL spectrum,307,308

similar to the results in Secs. II A 3 and II A 2.

b. Characterization of por-Si Q-Wires. Here we discuss a

few details concerning the optical properties of por-Si

Q-Wires. The structural details are carried over from

Sec. II A 5 a. QC effects are clearly seen in por-Si Q-Wires.

A weak exchange splitting has been observed that is just

enough to lift the degeneracy in the ground state between the

singlet and triplet states.57 A radiative band in the ls range

indicates an indirect structure and a fast (ns) band is

observed due to interface defect states.57

As noted in Sec. II A 5, the high fraction of dangling

bonds plays an important role on the electronic states. In

Ref. 309, the interface effects of the oxide vibrational modes

were measured. A high H:Si ratio was found, due to the high

surface to volume ratio, where the surface can additionally

be passivated with O.309 If the surface is well passivated

with H, then OH states are not significant as noted in the

absorption spectrum.309 On the other hand, Raman measure-

ments show an increased broadening of the Raman peak

with porosity, due to stress.310 Since oxidation reduces the

Q-Wire core size until it becomes composed of spherites, the

peak PL energy undergoes an increasing Stoke’s shift with

respect to the absorption energy as the size decreases.311

The complex array of properties that exist in por-Si

Q-Wires can be seen in Fig. 30. The theoretical curves for

FIG. 29. Variation in the gap energy as a function of OAG Si Q-Wire diam-

eter. Data points are taken from Ref. 83.

FIG. 30. Variation in the gap energy as a function of Q-Wire/QD diameter.

Data points are taken from Lockwood et al.254 for spherite absorption,

Lockwood and Wang299 for spherite PL, Schuppler et al.,244 von Behren

et al.,310 and Zhang and Bayliss311 EMA theoretical curves are given to

guide the eye as a comparison of Q-wire (2D) versus QD (3D) confinement,

from Ref. 20.
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QD versus Q-Wire confinement are shown in Fig. 30 to illus-

trate differences due to dimensionality. In the work of Refs.

254 and 299, spherites were created. The absorption and PL

data are shown in Fig. 30, where a clear Stoke’s shift is

noted. Reference 244 states that the structures produced

were QDs and not wires. Fig. 30 demonstrates that the QD

data are nearly identical to spherite PL. In addition, both

Refs. 310 and 311 claim to have made Q-Wires, yet the

strength of confinement in these samples is much larger than

shown by spherite data, Fig. 30. This difference is an indica-

tion of increased stress due to a thick oxide layer. Finally, in

terms of confinement strength, we noted in Sec. II A 2 a that

amorphous materials experience stronger confinement

effects. This effect is clearly seen in Ref. 312 where both a-

por-Si and c-por-Si structures were fabricated, and the amor-

phous structures show stronger confinement effects.

C. Quantum wells

In our discussion of quantum wells here, we include

superlattices (multiple layers of QWs). The QC properties of

a superlattice structure are similar to those of a single QW.

The PL intensity is generally larger, but there is the addi-

tional possibility of tunnelling between layers, and the inter-

face between layers can degrade as the number of layers

increases.313–316 For either single QWs or superlattices,

stress at the interface is a common feature. The stress is due

to lattice mismatching at the interface (Sec. II A 3) governed

by Vergard’s law.

On the whole, the fabrication methods described here

tend to form amorphous layers during the initial deposition

step. The layers become crystalline with a postannealing

step, which can also “blur” the interface between layers.317

Dangling bonds at the interface are the most common struc-

tural limitation for a-QWs. Defects at the interface lead to

increased scattering events. Annealing a-QWs to remove

these structural defects leads to greater diffusion of O at the

interface compared with a c-QW.317 However, a controlled

annealing step can reduce defect concentration and results in

the fabrication of a c-QW. For these reasons, one observes

high variability in the results from QWs. Generally, QWs

produced by sputtering and PECVD are not as reproducible

as MBE and silicon-on-insulator (SOI) methods.315

SiGe QDs were discussed in Sec. II A. The same situa-

tion of Si and Ge alloying during annealing leads to the pro-

duction of SiGe QWs. Substantial work has been carried out

on SiGe QWs. Some of their properties were discussed in

Sec. II A. Here we list references for SiGe QWs: review arti-

cle; Ref. 315, PECVD fabrication; Refs. 318–323, and MBE

fabrication; Refs. 324–331.

1. Magnetron sputtering

The principles of sputtering were described in Sec.

II A 1 and forming sputtered QWs follows these same gen-

eral principles.115–117 The only difference is that instead of

using reactive or co-sputtering to produce a single layer, one

deposits a layer of Si preceded and followed by a barrier

layer of say SiO2. The SiO2 layer can be created be simply

oxidizing the pre-existing Si layer,313 or by using

co-sputtering in conjunction with sputtering of pure Si.332 It

should be noted that the two methods can produce very dif-

ferent interfaces. In the case of co-sputtering, a

sub-stoichiometric oxide is deposited, and this situation can

create greater mixing at the interface after annealing.315

Many of the essential structural characteristics of a QW

formed by sputtering are identical to the QD system.

However, an important difference is that QW fabrication

does not require precipitation out of a sub-stoichiometric

phase. Depending on the fabrication details, precipitation

can occur if there is a sub-stoichiometric layer deposited. In

both sputtered and PECVD wells (Sec. II C 2), QD formation

is seen.152 Sputtering initially deposits an amorphous layer

of Si or Ge. The amorphous structure is seen in both Raman

and X-ray diffraction measurements.333 Fig. 31 shows that as

the annealing temperature is increased the Raman peak of Si

moves toward the crystalline state. Also, the increased full-

width-half-maximum (compared to bulk Si) demonstrates

phonon confinement, QD formation, and Si-O diffusion.

Similarly, Ref. 334 reported QD formation. This indicates

that the SiO2 layer is diffusing into the Si layer producing Si

QDs with a thick oxide layer.313 After annealing at 1100 �C,

full crystallization is observed and the Raman peaks narrows,

Fig. 31.

a. Characterization of magnetron sputtered QWs. Atomic

diffusion is seen in QWs because of the stress at the interface

due to lattice mismatch.335 Strong diffusion at the interface

indicates that defect states are important in this system, simi-

lar to our discussion in Secs. II A 5 and II A 1. Defect PL was

observed at �600 nm, because of interfacial mixing.335 The

origin of the PL band was confirmed by performing excita-

tion wavelength and temperature dependent measurements

on the PL spectrum and observing no correlation.335

Localized defect states provide a rapid decay path for excited

electrons. The same 600 nm PL band was seen in the work of

Ref. 332, using electroluminescence.

FIG. 31. Raman spectra of Si/SiO2 superlattice annealed at the temperatures

given in the figure. All annealing is performed for 30 min in a pure argon

atmosphere. Reproduced by permission from Xiao et al., Microelectron.

Eng. 86, 2342 (2009). Copyright 2009 by Elsevier Limited.
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In addition to a distinct defect PL band, there also exists

a PL band at �790 nm,313 Fig. 32. This red PL behaves dif-

ferently than what is expected from the theory of QC since it

does not move as a function of QW thickness,336 Fig. 32. In

addition, the defect PL band at 600 nm does move as a func-

tion of QW thickness,313,333,336,337 Fig. 32. Due to the strong

diffusion that happens at the interface, the 600 nm PL band

was considered to arise from QC owing to holes localized in

the interface layer and confined electrons.337 These results

are universal to all studies in this area. Therefore, we con-

clude that sputtering produces a poor quality interface dense

with Si dangling bonds, which leads to strong diffusion at

the interface. For these reasons, it appears that the interface

has a much larger impact on the pinning of hole states as

compared with ion implanted QDs (Sec. II A 4 a), or co-

sputtered QDs (Sec. II A 1 a). Therefore, high luminescence

efficiencies are not likely to be achieved in sputtered QWs.

In a recent study, a significant advance was made in the

fabrication of Ge QWs. In the work of Ref. 338, the authors

deposited a SiO2/Ge/SiO2 QW structure using magnetron

sputtering. There was no post-annealing step, and thus, the

Ge QW remained amorphous. A TEM image of the Ge QW

revealed that no QDs formed in the Ge layer. With no Ge-O

diffusion at the interface between Ge and SiO2, the

sub-stoichiometric oxide was reduced and thus stress was

reduced, compared to Ref. 152. Furthermore, oxygen defect

states were reduced by not annealing the substrate, because

Ge-O bonds were reduced.224 Therefore, the blue-shift in the

absorption peak measured by Cosentino et al. was most

likely due to QC. Furthermore, the authors measured a

change in EG with reduced QW thickness (Fig. 33). The

authors fitted a simple effective mass model to EG and found

the bulk gap to be 0.8 eV, which varied according to the

expression: ð0:8þ 4:35=D2Þ eV, where D is the QW thick-

ness. Comparing this expression to the one obtained by

Barbagiovanni et al.20 ðð0:8þ 1:97=D2Þ eVÞ, Cosentino

et al. found increased dispersion from the theoretical

prediction. The reason for the increased dispersion was

related to a reduction of the effective mass, which was

reported to be a tenth of the bulk value. This result is in

agreement with the prediction of increased confinement in

amorphous NSs due to a reduction of the effective mass.20

2. Plasma enhanced chemical vapour deposition

PECVD fabrication is described in Sec. II A 2. As

described in Sec. II C 1, to produce a QW, one simply needs

to deposit a Si layer preceded and followed by an SiO2

layer.155–157 PECVD is characterized by a high deposition

rate (3 nm/min), and this can lead to inconsistent layer thick-

nesses.315 It is also important to note that this method pro-

duces unreproducible structures.315 Basic CVD can also be

used to produce QWs, but results in isolated islands with

rough layers.339

As described in Sec. II A 2, PECVD produces amor-

phous layers with a high concentration of stressed (Si-O-Si)

bonds, which are unstable and break at the interface forming

-OH defects in the oxide layer. Raman spectra340 of PECVD

QWs are shown in Fig. 34. The as-deposited layer shows a

FIG. 32. PL spectra of Si/SiO2 superlattices. Si layer thickness: (a)–(c)

4.5 nm, (d) 3 nm, and (e) 1.5 nm. (a) as-deposited, (b) annealed at 800 �C,

and (c)–(e) annealed at 1100 �C. Reproduced by permission from Xiao

et al., Microelectron. Eng. 86, 2342 (2009). Copyright 2009 by Elsevier

Limited.

FIG. 33. Variation in the gap energy as a function of magnetron sputtered

Ge QW thickness. Data points are taken from Ref. 338. Cosentino et al.
theory curve is given by ð0:8þ 4:35=D2Þ eV, Ref. 338. Barbagiovanni et al.
theory curve is given by ð0:8þ 1:97=D2Þ eV, Ref. 20.

FIG. 34. Raman spectra for 10 period 4 nm thick Si QWs. Various annealing

temperatures are indicated in figure. Reproduced by permission from R€olver

et al., Microelectron. Reliab. 45, 915 (2005). Copyright 2005 by Elsevier

Limited.
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strong amorphous signal. Upon annealing that signal moves

toward the crystalline state peak and like sputtered QWs

(Sec. II C 1), QD structures tend to form within the a-Si

layer.340,341 Ultimately, the Raman peak is narrower than in

the case of sputtered QWs, and the c-Si peak is at 510 cm�1

compared with the bulk value of 520 cm�1, indicating stress

in the system. However, the same degree of interface mixing

as with sputtered QWs is not seen here.340,341

a. Characterization of PECVD QWs. Stress in a PECVD

QW is actually more complicated than what was described

above in Sec. II C 2. Fig. 35 shows Raman spectra from

Ref. 342. One can see that as the layer thickness is reduced,

crystallization is also reduced. A 2 nm thick QW remains

mostly amorphous with a broad Raman peak. The authors

conclude that interface stress is larger for thinner layers and

for a greater number of layers. In addition, this stress prevents

full crystallization343 of the Si layer.316,342,344,345 In this work,

a rapid thermal anneal was performed in forming gas, but it

was also found that this method of annealing is correlated

with the stress in the system.316 Reference 316 found that the

stress is tensile with SiO2 and compressive with Al2O3 sub-

strates. Thus, PECVD QWs exhibit mixing at the interface,

although not as pronounced as with sputtered QWs (Sec.

II C 1), due to differences in the stress levels at the interface.

From the above description, we see that there is a corre-

lation between the interface and the quality of the QWs. IR

measurements confirm that the interface is of better quality

compared to sputtered QWs (Sec. II C 1 a) through not

observing a large concentration of Si-OH and Si-H bonds.346

The dominant interface state is Si¼O (Si2þ).346 Note that

this comparison between sputtering and PECVD is similar

for both QWs and QDs, Secs. II A 1 a, II A 2 a, and II C 1 a.

Temperature dependent PL measurements of Si/SiO2

superlattices do show a clear sign of exchange splitting.347

Furthermore, Ref. 347 deconvolutes the PL spectrum into

QC and defect bands. A SiN matrix also reveals QC and

defect PL,348 although SiN leads to more diffusion at the

interface314 as noted in Sec. II A 2 a. Time-resolved PL

measurements indicate a single exponential decay spectrum,

due to the fact that the PECVD method tends to form iso-

lated QDs349 similar to por-Si, Secs. II A 5 a and II B 3 b.

Furthermore, the optical absorption shows a distinct shift

with QW thickness.350 Fig. 36 demonstrates that absorption

does not go to zero below EG, which indicates absorption

due to defect states along with QC states.350

We show many different sets of experimental data for

the change in EG as a function of QW thickness in Fig. 37.

Two sets of data appear for two different annealing tempera-

tures from the work of Ref. 342. There is a slightly higher

PL energy correlated with higher annealing temperature as a

result of crystallization of the QD structures and removal of

defect states.315,342 In the second case, quartz and sapphire

substrates were examined in Ref. 316. The quartz substrate

shows a slightly higher PL energy, due to different stresses

at the interface. The label “a/c-Si” for the data from Refs.

316 and 342 means partly crystallized. Ten period multi-

layers were created in Ref. 347, which shows defect PL and

QC PL. The variation in results is best noted by comparing

with PL from Ref. 346, where their ten period c-Si multilayer

QWs show a lower PL energy as compared with Refs. 347

and 350.

The samples of Ref. 315 show the strongest confinement

effects of all PECVD QW samples, and these results follow

more closely with MBE results. Fig. 38 shows the results

from Ref. 315 in comparison with the data described above

from Fig. 37. The reason for this difference in QC is because

the layers produced by Ref. 315 are a-Si:H layers. Therefore,

FIG. 35. Raman spectra for 10 period Si QWs. Layer thicknesses are indi-

cated in figure. Rapid thermal annealing was performed at 1100 �C. Left

inset is an enlargement of the spectra indicated by the dotted box. Right inset

shows the peak position after subtraction of the amorphous contribution.

Reproduced by permission from Mchedlidze et al., Physica E. 38, 152

(2007). Copyright 2007 by Elsevier Limited.

FIG. 36. Absorption spectra for Si QWs. The well thickness is indicated in

the figure. The dashed line gives the gap energy for each QW size.

Absorption below the gap energy is due to defect states. Reprinted with per-

mission from R€olver et al., Appl. Phys. Lett. 92, 212108 (2008). Copyright

2008 American Institute of Physics.
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we again see stronger confinement effects in a purely amor-

phous structure (Sec. II A 4 a). In addition, Ref. 315 noted

that the PL moves to the red upon annealing, suggesting the

important role of defects similar to the case of Refs. 313,

333, 336, and 337], described above, Sec. II C 1 a.

3. MBE

The details of fabrication are given in Sec. II A 3, where

we described three growth modes: Frank-van der Merwe,

Volmer-Weber, and Stranski-Krastanov.180 FM growth is

favoured for the production of a QW. For QW growth com-

plete wetting of the substrate is desired.180 For this to hap-

pen, one must pay attention to the surface diffusion energy

with respect to the interfacial energy due to lattice mismatch.

In the case of incomplete wetting, 2D formation will only be

stable up to a critical thickness180 and will switch to island

growth based on thermodynamics. Therefore, in the face of

incomplete wetting, one must supersaturate the substrate so

that the 2D layer thickness is comparable to the 3D island

height.180

In the case of Si/SiO2 QWs, the QWs are amorphous.

The uniformity of each layer is less than the previous as

monitored using RHEED.351 In a typical set-up an a-Si layer

is deposited and the SiO2 layer is formed by exposing the

sample to oxygen under controlled conditions.343 We can see

the structural results from the Raman spectra in Fig. 39. The

data are from Ref. 343, and there is a strong signal at

470 cm�1 from the a-Si as-deposited layer, which moves to-

ward c-Si upon annealing. X-ray diffraction shows the den-

sity of the QWs to be 97% that of c-Si.343 Therefore, some

stress in the sample is relieved upon annealing, but we

also see a reduction in the Si concentration. This reduction is

a sign of Si incorporation into the SiO2 layer, similar to

Sec. II C 1.

a. Characterization of MBE QWs. Si/O inter-diffusion at

the interface has a notable effect on the PL of MBE QWs.

XPS data (Fig. 40) clearly shows that upon annealing there is

a reduction in the Si0þ state and a rise in the Si3þ state.343

This result indicates the formation of a thick interfacial layer

FIG. 37. Variation in the gap energy as a function of Si QW thickness. Data

points are taken from Mchedlidze et al.342 for the two different annealing

temperatures, Mchedlidze et al.316 for the two different substrates, Ref. 347

for � and the defect PL, Ref. 350 for 
, and Wagner et al.346

FIG. 38. Variation in the gap energy as a function of Si QW thickness. Data

points are the same as in Fig. 37 with the addition of data from

Lockwood.315

FIG. 39. Raman spectra of a Si QW for different annealing temperatures.

From top to bottom: as-grown and after annealing for 30 s at 1000, 1050,

and 1100 �C, respectively. The feature at 520 cm�1 is an artifact from sub-

tracting the strong Si substrate signal. Reproduced by permission from Lu

et al., Solid-State Electron. 40, 197 (1996). Copyright 2006 by Elsevier

Limited.

FIG. 40. Si 2p XPS spectra for a Si QW before and after annealing. Various

oxide states are labelled in the figure. Reproduced by permission from Lu

et al., Solid-State Electron. 40, 197 (1996). Copyright 2006 by Elsevier

Limited.
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(see also Sec. II C 1 a), which further means the reduction of

the Si QW thickness. As a result, the as-deposited Si QW has

a red PL band �730 nm, Fig. 41. Upon annealing that band

reduces and we see the formation of a defect band

�570 nm.343 Therefore, we conclude that MBE QWs are

very similar structurally to sputtered QWs, Sec. II C 1 a. In

both cases, we see a high energy PL band that is associated

with trapped holes in defect states and QC due to confined

electrons.

The variation in EG with QW thickness is shown in

Fig. 42 from results given in Refs. 352 and 353. As we men-

tioned, these structures are not completely crystallized and

when fitting the bulk EG the authors found the value to be

1.6 eV, which is close to that of a-Si. XPS measurements were

also performed for the change in the valence band maximum

(VBM) and the conduction band minimum (CBM),353 Fig. 42.

A change in both the hole and electron energy is seen. This

result is in agreement with structural studies of ion implanted

QDs, Sec. II A 4 a. In Sec. II A 4 a, we noted that the Si3þ state

is the dominant interface state and this causes pinning of the

hole state. This pinning is not as significant as in the case of a

sputtered well, Sec. II C 1 a, because the interface state is dif-

ferent. However, we also note that the PL energy is higher

than the data from Ref. 199, Fig. 21. This observation is

because these QWs are mostly disordered (not crystalline).

Interfacial stress prevents complete crystallization of Si even

at annealing temperatures as high as 1100 �C.343–345

4. Thermal/chemical processing (SOI)

All of the fabrication methods for QWs discussed thus

far produce an a-Si layer that partly or fully crystallizes with

thermal annealing. In addition, these methods produce QWs

with a high degree of Si-O interdiffusion at the interface

owing to the a-Si dangling bonds. From these perspectives, it

is desirable to make c-Si QWs.

Thermal and chemical processing of silicon-on-insulator

wafers produces crystalline QWs. The basic principles of

fabrication are given in Ref. 198. The methodology is to pro-

duce a clean interface between a c-Si layer and an a-SiO2

layer. SOI wafers are typically produced via the ion cut pro-

cess. A clean Si substrate is implanted with H at a particular

depth creating a gaseous H layer. This gaseous layer will

cleave the substrate so that the upper surface can be

removed. The removal of the Si layer is done by bonding it

to a Si substrate with a thin SiO2 surface layer. This forms a

substrate of Si/SiO2/Si. The separation by implantation of

oxygen (SIMOX) process can also be used to form SOI sub-

strates. SIMOX requires the implantation of high doses of O,

followed by annealing. The ion cut process produces better

quality interfaces than SIMOX.198

The use of SIMOX along with thermal/chemical proc-

essing to produce c-Si QWs is described in Ref. 354. In this

work they implant O at 200 keV and then anneal the sample

for several days. This step produces a buried SiO2 layer. The

surface Si layer is then reduced by annealing in dry O to

form a surface SiO2 layer where Si-O interdiffusion thins the

Si layer. A variation of SIMOX-SOI fabrication was per-

formed in the work of Refs. 355 and 356. In this work, they

produced epitaxial layer transfer SOI substrates (epi-SOI).

This method produces a higher quality interface compared

with SIMOX-SOI. The surface Si layer is thinned by anneal-

ing in dry O. In both cases, further thinning of the substrate

happens through chemical etching. The final crystallinity

of the Si-QW is verified using X-ray photoelectron

diffraction.356

In either fabrication method thermal/chemical process-

ing is used to thin the surface Si layer. However, in the case

of Ref. 355, epi-SOI wafers have sharper (fewer sub-oxide

states) interfaces comprised of different sub-oxide states

compared with the SIMOX-SOI process. Variations in the

interface states can be seen in Fig. 43 for two different QW

FIG. 41. PL spectra of a Si QW before and after annealing for 30 s at the

temperatures indicated in the figure. Reproduced by permission from Lu

et al., Solid-State Electron. 40, 197 (1996). Copyright 2006 by Elsevier

Limited.

FIG. 42. Variation in the gap energy as a function of Si QW thickness.

Valence band maximum, conduction band minimum, and PL data taken

from Ref. 353.
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thicknesses.355 Recalling that fabrication requires thinning

QWs with an oxidation step, Fig. 43 represents an increase

of the interface thickness and thinning of c-Si. It can be seen

that the Si1þ and Si2þ states dominate, while the Si3þ state is

also increasing as the QW thins.355

a. Characterization of SOI QWs. Differences due to

interface and defect states between different fabrication

methods can be clearly seen in the PL spectrum. In the case

of epi-SOI,355,356 there is a consistent PL peak at 1.8 eV,

Fig. 44. The PL spectrum was deconvoluted to reveal a peak

fixed at 1.8 eV and another PL peak due to QC. The shift in

the VBM and CBM position was measured in the work of

Ref. 356, Fig. 44. In addition, Fig. 44 reports the combina-

tion of the VBM position and the CBM position, which rep-

resents the change in EG as would be seen in absorption

measurements. PL measurements are reported in Ref. 355,

Fig. 44. It is clear that the QC PL is Stoke shifted from the

absorption data (CBMþVBM). This result indicates pinning

due to interface states. These results are similar to Secs.

II A 1 a and II A 5 a.

Comparing epi-SOI results with data from SIMOX-SOI

c-QWs, there is a distinct difference in the PL data,354,357,358

Fig. 44. We noted that SIMOX-SOI produces a blurred inter-

face, therefore, a stronger effect from the interface is

observed. In the work of Ref. 354, they also found a defect

(1.65 eV) and QC PL band. Fig. 44 shows the data from Ref.

354, where one can see that the PL data are red-shifted from

the epi-SOI data and lie closer to the SIMOX-SOI defect PL.

Deep defect centres are formed in these samples. Annealing

shows an initial PL at 1.5 eV that transforms into a PL band

at 1.8 eV.354 This result indicates a strong pinning due

to interface states, similar to our discussion in Secs. II C 1 a

and II C 2.

III. NANOSTRUCTURE PARAMETERS

The primary objective of this section is to provide an

overview of the salient features of Si and Ge nanostructures

revealed by our general discussion in Sec. II. We emphasis

the relevance of each structural parameter discussed in

Sec. II for each fabrication method on the observed experi-

mental results. It is clear that there are general properties ap-

plicable to any Si or Ge NS. All NSs show a clear distinction

between defect related photoluminescence and quantum con-

finement related PL, Sec. II. Defect states potentially couple

with confined carriers, effectively lowering the observed

confinement energy. Although, if the PL is strictly related to

defects, the emitted wavelength will not change as a function

of NS size, while QC PL is size-dependent. O defect states

are particularly a problem in the case of Ge NSs due to Ge

diffusion and GeO desorption.225

There is a high probability that dangling bond, Pb,

defects will form at the interface between the NS and matrix

material, which can be passivated with H by using a forming

gas anneal. Pb defects, which are broken sp3 bonds (O(0.2 to

0.3 eV)), have an interfacial energy of �0.6 eV and can

become hole trap states.7,359,360 In many structures, it is ener-

getically favourable for Si-O-Si (Si1þ state) to form at the

interface during annealing.361 However, prolonged annealing

increases the interface thickness by consuming Si, increasing

tensile stress and breaking Si-O-Si bonds, thus forming

Si¼O (Si2þ state), which is a deep defect state. Si¼O cap-

tures electron carriers in the p-state of Si and holes are

trapped in the p-state of O. While, Si-O-Si and Si-OH are not

deep level defects they do cause pinning of the hole. The

Si3þ state was reported for a few structures (Secs. II A and

II C) and was noted to relieve stress in the system.

Differences in NS fabrication create variations in the

observed interface states, along with the thickness of the

interface. Universally, we noted that a thick interface

increases the stress observed in the NS and modifies the gap

energy, EG. Stress also results from lattice mismatch at the

interface. In the case of sub-oxide states at the interface, the

confinement energy is lowered.142,359 Lowered confinement

energy implies increased carrier diffusion and scattering at

the interface, thus modifying the boundary condition and

potentially the effective mass.362 The question of how the

FIG. 43. Density of states calculated for Si QWs of thickness indicated in

the figure. Sub-oxide states are labelled in figure. Reproduced by permission

from Lockwood et al., Mater. Res. Soc. Symp. Proc. 737, F1.1.1 (2003).

Copyright 2003 by Materials Research Society.

FIG. 44. Variation in the gap energy as a function of Si QW thickness.

Valence band maximum, conduction band minimum, and VBMþCBM data

taken from Ref. 356. PL and defect PL from Ref. 355. PL and defect PL at

2 K from Ref. 354. Defect PL is indicated by the lines at 1.8 and 1.65 eV.
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effective mass changes according the dimension and the

boundary conditions of a NS is complicated and does not

have a clear solution at the moment.20,363 While the search

for proper treatments of boundary conditions finds novel sol-

utions in theoretical models,364 see also Sec. IV.

Another general difference in NS properties arises from

the degree of crystallinity of the structure. Amorphous NSs

exhibit stronger effects, as clearly seen in measurements for

the confinement energy20 and lifetime.365 Structural differen-

ces affect pinning of the hole state at the interface. It was

noted (Sec. II) that certain systems exhibit a Stoke’s shift

between the emission and absorption spectrum due to bridg-

ing bond vibrational modes at the interface, which couple to

the hole state. In addition, a modification in the confinement

strength comes about from a change in the effective mass

between the crystalline and amorphous structure. Carriers in

an amorphous structure have a lower effective mass com-

pared with their crystalline counterpart.20,366

The precise details of how these features manifest

depends on the fabrication method. In particular, how the

concentration of Si3þ states will vary at the interface, the

magnitude of stress, or dielectric effects from the matrix ma-

terial will all vary depending on the fabrication method.

Relevant energy scales such as the fine structure, and

Coulomb energy (Sec. I) can be accurately considered in a

theoretical model of NSs and dealt with on an individual ba-

sis according to the fabrication technique. The principle pa-

rameters identified are the stress, interface states and

thickness, crystal structure, defect states, boundary condi-

tions, effective mass, and dielectric matrix effects. Many of

these parameters are interconnected and manifest with vary-

ing magnitude. In our discussion below, we have classified

the main features of each fabrication method according to

their interface states, stress, and defect states. The label

“defect states” is intended to refer to defects in the oxide ma-

trix or impurity type defects. It is important to note that these

are broad classifications. In many cases, there is not enough

information available to completely classify the effect a pa-

rameter has on the NS. For example, information about how

the interface states modify the local charge environment

allows one to model interface dielectric effects.

A. QD parameters

QDs have a large surface to volume ratio, which leads to

an enhancement of the spatial confinement effect.367 Spatial

confinement can be clearly distinguished from QC.

Nonetheless, the increase in the surface to volume ratio

means that there is a stronger influence on the QC PL from

interface states in a QD as compared with other NSs. On the

other hand, as mentioned in Sec. I A 2, the selection rules are

more strongly broken in a QD structure.

1. Co-sputtering

Co-sputtering produces SiOx or GeOx films and exhibits

large variability in film stoichiometry based on the experi-

mental parameters. Sub-stoichiometric films are thermody-

namically unstable and thus form QDs upon annealing.

Co-sputtered QDs are crystalline.

a. Interface states. Deposited films typically exhibit all

sub-oxide states. Magnetron co-sputtering primarily exhibits

the Si1þ state at the interface upon annealing.38 Reactive

magnetron sputtering produces a relatively equal contribu-

tion from all three sub-oxide states.133 This method of fabri-

cation does yield variability in the final structure. Such

variations in the interface state are observed in the PL

spectrum.134,140

b. Stress. Reactive sputtering produces a thick interface,

which implies increased stress in the QD and causes the

observed change in EG.143 Raman measurements confirm

confinement effects and stress in QDs.132,144 Magnetron co-

sputtered Ge QDs also experience high levels of stress.152

Stress in Ge QDs potentially changes the band gap structure

to direct.131,150,151

c. Defect states. O defect state are dominant in Ge

QDs,131 whereby E0 defect PL is observed.153 However, if

the O states are controlled properly in Ge samples, then QC

PL is detected in the red to near-infrared range.135

2. PECVD

Like co-sputtered QDs (Sec. III A 1), PECVD deposits a

sub-stoichiometric film that is annealed to form QDs. MPD

and laser pyrolysis have similar properties with PECVD

since they are also based on the decomposition of silane gas.

PECVD QDs are commonly amorphous in a nitride matrix

and crystalline in an oxide matrix. Surface structures are

crystalline or polycrystalline.173–175

a. Interface states. PECVD produces a low concentra-

tion of Si-Si bonds. The interface is comprised of roughly an

equal contribution of Si3þ and Si1þ states.38 The Si3N4 ma-

trix exhibits finite confinement due to a graded interface

structure.169–171

b. Stress. PECVD QDs form a thick interface.38 Raman

measurements often indicate significant stress.168 Surface

structures exhibit a strong blue-shift in the PL energy due to

lattice mismatch.167 Si3N4 embedded QDs are typically

under large stress.170

c. Defect states. Surface structures suffer from defects at

the interface due to mixing.166 The PECVD deposition pro-

cess produces Si-O-Si with a low bond angle.156,164 Si-O-Si

bonds break and defect centres form, which include Si-H,

Si-N, Si-OH, and N-H bonds.155,164 Nitrogen contamination

comes from the use of N2O. Initially, Si-N is observed and

annealing produces Si-O-N.164 Nitrogen contamination

blue-shifts EG and lowers the absorption efficiency.38 A

Stoke’s shift between absorption and emission is

observed.168

3. MBE

MBE QDs are surface grown structures similar to CVD

or evaporation based methods. QD island forms due to strain

at the interface and can be capped with another material.
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MBE QDs are crystalline structures. Several novel substrates

have been used for the production of MBE QDs.185–191

LaAlO3 substrates exhibit strain at the interface.189,190

Gd2O3 substrates create a large change in the conduction

band energy.187,188

a. Interface states. The interface of an as-deposited film

and/or island is sharp. If the temperature during deposition is

too high, diffusion at the interface may occur leading to a

general “blurring” or grading of the interface. MBE growth

is highly reproducible, although contamination can be a

problem.180

b. Stress. Ge grown on Si tends to form an alloy,

Si1�xGex, and the Raman spectrum shows signs of strain.192

Ge grown on SiO2 shows signs of stress at the interface.193,195

c. Defect states. Ge QD formation on a Si(001) substrate

exhibits a combination of strain induced formation at the

interface and strain relaxation through dislocations.181,183 If

O is introduced or if O diffusion at the interface occurs, then

O defect states are also observed.192 Ge QDs on SiO2 or

TiO2 exhibit a wide PL band associated with defect states

along with a QC PL band.193,194,196

4. Ion implantation

QDs formed by the ion implantation method show wide

variability in their final optical properties, owing to the exis-

tence of a wide range of experimental parameters one can

choose for the formation of QDs. Ion implantation produces

a super-saturation of Si or Ge in a substrate material.

Subsequent annealing creates nucleation sites for the forma-

tion of QDs. Defect generation during the fabrication process

is essential for the production of QDs.199,201 The final QD

structure is crystalline.

a. Interface states. Pb defects at the interface can be pas-

sivated with forming gas to increase the PL intensity.215,221

Typically, the interface is comprised of the Si3þ state.5,212

The interface is sharp for moderate implantation conditions

but does vary with implantation energy and dose.5,212 In addi-

tion, the Si1þ state is found at the interface.219 High energy

interface states and low energy QC states are observed.43,230

b. Stress. QDs produced under high energy and high

dose conditions219 or with multiple implant energies227 have

a thick interface leading to increased stress in the system.

For moderate implantation conditions stress is relieved due

to interface relaxation via the Si3þ state.5 Ge QDs are highly

stressed due to the nature of the interface.234–236

c. Defect states. Defects formed during the implantation

process include oxygen vacancy defects, VO, E0 centres, and

non bridging oxygen hole centres (NBOHC).215,216 Defects

are almost completely removed during annealing.204,215,219

In the case of Ge, one observes significant out-diffusion of

Ge and stress.224,225,231–234,237–241 Ge oxidizes during the

annealing process, GeO species desorb from the substrate,

and O defect PL is observed.

5. Por-Si

Por-Si features are determined largely by the etch rate.

Short etches with a high etch rate produces QDs, or spher-

ites. The etching process creates a large surface area full of

dangling bonds and a complicated surface chemistry is pro-

duced.243 Large structural inhomogeneity is also observed.

Either crystalline or amorphous Si can be produced by

etching.

a. Interface and defect states. The porosity of por-Si QDs

varies with QD size, thus the interface structure also changes.

Large QDs have a well-defined interface, while small QDs ex-

hibit predominantly the Si2þ interface state.252 Vibrational

modes at the interface create a Stoke’s shift between the

absorption and emission spectrum.56,75,254 Clear defect related

PL is observed in highly oxidized samples.259,260

b. Stress. Large tensile stresses are observed on the sur-

face with a compressive component at the interface.255

Raman spectra indicate significant stress in por-Si.256–258

B. Q-Wire parameters

Q-Wire systems reported to date do not, in general, ex-

hibit strong confinement effects due to the large concentra-

tion of defects that are produced. Traditionally, diameter

control down to the Bohr radius has been a problem. Q-Wire

diameter is dependent in large part on the crystallographic

orientation of the substrate.

1. VLS

VLS Q-Wires produce anisotropic arrays, are crystal-

line, and of uniform diameter.271,272

a. Interface and defect states. Metallic state contamina-

tion is inherent to the growth method and introduces deep

level defects in Si and Ge.19,279 The growth axis and temper-

ature during formation determine the type of observed

defects.266,278 Oxide interface states depend on the annealing

conditions, which transform the Q-Wire into NS sphe-

roids.266 Strong defect related PL is observed due to oxida-

tion.276,282,283 Ge Q-Wires react with the native oxide and

form a GeOx sheath leading to defect PL.269,279–281

b. Stress. Oxide annealing is used to reduce the diameter

of the VLS Q-Wires, which increases the observed stress.280

2. OAG

Diameter control is obtained by increasing the oxidation

step, yielding a thin Si core.288 The strong dependence on

the oxidation process for the production Q-Wires means that

only defect PL will be observed for Ge structures.290–292

Crystalline structures typically are produced.

a. Interface and defect states. Micro-twin and dislocation

defects are observed.19,266,289,292 OAG Q-Wires have a SiO
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sheath terminated by SiO2.294 Oxide defect PL is

observed,292,297,298 in addition to Al defect PL when zeolite

is used.223

b. Stress. Sub-oxide states can be modified to the SiO2

state by additional annealing in oxygen, but this also

increases the observed stress.83,287,292 HF etching leads to H

termination and the formation of SiH2 and SiH3 states, which

creates bending stresses in the wires.83

3. Por-Si

Por-Si wire fabrication is characterized by a longer

etch with a slow etch rate through the use of both chemical

and electrochemical processes.243,250 Reactive ion etching

(RIE) incorporates a plasma environment for an increased

etch rate producing anisotropic etch profiles.301 RIE can be

used to make a variety of Q-Wire structures beyond

Si.302,303

The structural properties of por-Si wires are identical to

their QD or spherite counter part. Spherites were created in

the work of Refs. 254 and 299, QDs in Ref. 244, which

exhibits a PL spectrum similar to spherites, and Q-Wires

were produced in Refs. 310 and 311. Both amorphous and

crystalline structures were studied in Ref. 312.

a. Interface and defect states. Reactive ion etching has a

high etch rate producing a large fraction of defect states.305

Oxidation is used to reduce the diameter, implying the intro-

duction of stress and defect states.306–308

C. QW parameters

Apart from the case of SOI QWs, as deposited QWs

tend to be amorphous with a large fraction of dangling

bonds at the QW layer interfaces. Strain at the interface

is a common feature in QWs. Annealing can relieve the

strain, but this leads to increased diffusion at the inter-

face.317 Increased imperfections are seen with subsequent

layer formation in the case of multilayer supperlattices.

1. Magnetron sputtering

Magnetron sputtered wells have very similar properties

to co-sputtered QDs, Sec. III A 1. Sputtering initially depos-

its an amorphous layer of Si or Ge, which becomes crystal-

line upon annealing.333

a. Interface and defect states. In the case of sub-

stoichiometric layer deposition, QDs are found in the sample

after annealing.334 Diffusion at the interface leads to deep

level defect states coupled with hole carriers.313,332,333,335–337

If the annealing step is neglected, the QW will remain

amorphous, and diffusion at the interface is alleviated thus

QDs will not be observed.338 This procedure produces QWs

with strong confinement effects.

2. PECVD

The properties of PECVD QWs are similar to their QD

counterpart, Sec. III A 2. Experimental results are

inconsistent between experimental set-ups. QDs structures

tend to form in the a-Si layer.340,341

a. Interface and defect states. Si-O-Si bonds are unstable

and break, forming defect centres. The dominant interface

state is Si¼O.346 Distinct QC and defect PL is

observed.347,348 QC PL is mainly due to the formation of QD

structures.315,316,342,346,350 The work of Ref. 315 produces

clear QC PL, because the structures remained amorphous.

b. Stress. Raman measurements do indicate high stress

levels in the QWs. However, stress is ultimately determined

by the experimental set-up depending on whether the QW

fully crystallizes or not.316,342

3. MBE

The properties of MBE QWs are similar to MBE QDs,

Sec. III A 3. The crystalline structure of MBE QWs is disor-

dered, i.e., not completely amorphous.343

a. Interface and defect states. Diffusion occurs at the

interface.343 XPS measurements report the Si3þ state concen-

tration at roughly half the Si-Si concentration, thus forming a

relatively thick interface.343,352,353

4. SOI

SOI QWs are crystalline. Samples are produced either

using a SIMOX-SOI.354 or an epitaxial layer transfer of SOI

(epi-SOI)355,356 fabrication method.

a. Interface and defect states. Si1þ and Si2þ states are

observed in epi-SOI QWs, which have a sharper interface

than SIMOX-SOI QWs.355,356 epi-SOI exhibits QC and

defect PL and there is a Stoke’s shift between the absorption

and emission.355,356 SIMOX-SOI QWs reveal deep level

defect PL.354,357,358

IV. THEORETICAL MODELLING

In this section, we review commonly used theories for

modelling nanostructures. We will highlight salient features

of each theoretical model and how they pertain to the experi-

mental observations. Before doing this, it is worth mention-

ing some features of the most common experimental

methods used to measure the variation of the gap energy, EG.

Photoluminescence is the process of absorbing electro-

magnetic radiation and re-emitting this radiation at the same

or different energy.55 Many of the details concerning how a

material absorbs this radiation are given in Sec. I (in particu-

lar, see Sec. I A 2). Here we discuss the qualitative features

of a PL spectrum.

PL is a widely used experimental method in NS studies,

because it directly measures the effects of quantum confine-

ment. When a photon of energy �hx is absorbed by a material,

an electron, e, given sufficient energy, is excited into the con-

duction band from the valence band, thus creating a hole, h,

in the VB. As discussed in Sec. I A 1, this process, in princi-

ple, requires a phonon of energy �hX for momentum
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conservation in an indirect gap material, see Fig. 45. If the ex-

citation energy is higher than EG, the electron will relax

ðOð10�13 sÞÞ to the conduction band minimum, before finally

returning to the ground state, or the valence band maximum.

During the final relaxation step, the emitted photon

energy, �hx0, is characteristic of the energy gap

ð�hx0 ¼ ECBM � EVBM ¼ EGÞ. Therefore, a blue-shift in �hx0

from the bulk value of the band gap is evidence of QC.

However, the picture can become complicated by defect or

interface states that might exist in the mid-gap region, as dis-

cussed throughout Sec. II.

The intensity of the PL spectrum, IPL, is characteristic of

the number of carriers involved in the PL process. For a car-

rier concentration, nðEÞ ¼ f ðEÞqðEÞ, where f(E) is the

Fermi-Dirac distribution and qðEÞ is the density of states

(DOS) (Eq. (2)), IPL �
Ð

nðEÞdð�hx� EÞdE. dð�hx� EÞ
maintains energy conservation and for the situation

described here E! EG. In the case of a quantum dot, the

DOS is a d-function; thus, the PL spectrum should become a

single vertical line for transition across the band gap. Single

transitions are never observed primarily due to inhomogene-

ous broadening (Sec. I A 2); thus; the actual PL spectrum

represents a distribution of QD sizes.

It is important to note that this distribution of QD sizes

can create inherent complications while analysing the experi-

mental data with QC models. The problem is in accurately

associating a single QD diameter with the correct PL energy,

EPL. The convention is to assume that EPL measured at the

peak of the PL is associated with the peak in a measured NC

size distribution (often measured using high-resolution trans-

mission electron microscopy (HRTEM)) and these two num-

bers are checked against the theoretical model. Generally,

one can check that the distribution of sizes and energies

agree, and thus, the convention is justified.335 However, it is

also possible that interactions between QDs can shift the

peak energies.141,163 The exact effect of this shift is difficult

to determine at present. Nonetheless, if we consider a simple

model of QC5 to compare with the PL spectrum from single

QDs of porous Si (Fig. 2 of Ref. 253), there is good agree-

ment with the porous Si QDs of Refs. 243 and 299.

Therefore, one can be reasonably confident in this

convention.

Other methods used to measure EG include absorption

spectroscopy,30 PL excitation spectroscopy,219 scanning tun-

nelling spectroscopy,83 or X-ray absorption methods (X-ray

photoemission spectroscopy or X-ray absorption near band

edge) combined with ultra-violet spectroscopy.352 The prin-

ciple behind each of these methods is similar to PL and so

our discussion also applies to each of these methods. Note

that the above stated methods are size selective, and so one

obtains better error bars in the measurement.

A final important feature in theoretical modelling con-

cerns the exact magnitude of the NS properties stated in

Secs. II and III. Throughout this manuscript, we empha-

sized how certain effects such as stress placed on a NS as a

function of the interface thickness modify EG, or the effect

of the Si-O-Si vibrational mode at the interface. The com-

plication is in accurately modelling each parameter for the

different types of NSs. The effect of surface and interface

states is more important in the case of QDs, than in the

case of quantum wells. This fact can be seen in VB meas-

urements. In Sec. II C 1 a, pinning due to the Si1þ state at

the interface on the VB level was noted. In Sec. II C 3 a,

however, this same interface state was found, and VB

measurements do show a slight shift in the energy, Fig. 41.

The difference between these results is thus due to the dif-

ferent surface to volume ratio between a QD and a QW.

Therefore, to properly model NSs it is not sufficient to

know only what parameters exist in that system, one must

also know how the parameter manifests itself according to

the dimensionality of the NS.

A. Overview of theoretical methods

Electronic (band) structure calculations are well under-

stood for bulk materials. The many-body Hamiltonian

describing the interactions between the electrons and ions in

the material is approximated by a single electron

Hamiltonian.40 This Hamiltonian contains an effective crys-

tal potential with the periodicity of the lattice

� �h2

2mo
r2 þ VcðrÞ

" #
WðrÞ ¼ EWðrÞ; (16)

where mo is the free or bare electron mass, VcðrÞ is the crys-

tal potential, and WðrÞ is a product of the free electron func-

tion and the Bloch function. Bloch’s theorem describes the

long range periodic order of a crystal and gives solutions to

the effective single electron Hamiltonian (Eq. (16)) yielding

electronic band states.368 Further approximations to the cal-

culation depend on the details of the particular theory: EMA

with the k � p generalization (Sec. IV B), empirical tight-

binding (ETB, Sec. IV C), or empirical pseudopotential

method (EPM, Sec. IV D).
FIG. 45. Schematic of an electron, e, hole, h, transition in an indirect semi-

conductor via the aid of a phonon, �hX, and a photon, �hx.
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In general, the form of the crystal potential is compli-

cated. However, the properties of an electron in a crystal

potential may be simplified with the use of the EMA.8,369

The EMA is a first order approximation within the envelope

function approximation (EFA), which is well-suited to

describe electron and hole states.74,370,371 Physically, one

can understand the EMA by taking the time derivative of the

group velocity and relating it to the net force on an electron

in a periodic potential. Thereby, the effect of the potential at

each lattice site is averaged out, yielding

1

m�
¼ 1

�h2

@2E

@k2
; (17)

where m* is called the effective mass and E can be assumed

to be the free electron energy. Since m* contains the effect of

the crystal potential, in Eq. (16) mo ! m� and Vc(r) is

dropped from the expression. The effective mass can be used

in all theories for band structure calculations as a first approxi-

mation.7,372,373 In the tight-binding model, the effective mass

is related to the hopping parameter and carrier mobility.374

However, since this parameter depends on periodic symmetry,

it may be hard to justify in a NS.5,20 Accurate theoretical mod-

elling of the electronic structure for NSs faces many chal-

lenges. The first and most obvious problem is the lack of

long-range periodicity. Still, a NS is generally ‘many’ times

larger than the lattice spacing, and thus Bloch’s theorem is

still applicable, while not rigorously justified. This issue is

particularly difficult to justify in the case of the EMA, but

there are corrections that can be made.18,375,376 The EMA has

been justified down to 100 atoms.377

For an amorphous material, in the absence of long range

order, there is still well defined short-range order, which is

utilized by invoking spatially dependent parameters.378 A

reduction of long range order means poorly defined momen-

tum vectors and thus momentum selection rules are relaxed

for optical transitions. Recalling from Sec. I A 2, breaking of

the selection rules results in an increase of the oscillator

strength. Modelling the electronic structure in the amorphous

material either uses cluster sets according to existing short

range order, or super-cells are amorphized and repeated.379

Many of the properties of amorphous Si and Ge are similar

to their crystalline counterparts provided that the dangling

bonds are passivated with H.380,381 However, an important

difference is that the amorphous material exhibits localized

band tail states in the mobility gap due to defects (or disor-

der), in contrast to a crystalline system. It is around the mo-

bility edge that one defines the effective mass in the

amorphous material.366

An overview of the theoretical models along with vari-

ous results for Si and Ge NSs is given in the remainder of

this section. More detailed information is provided in the

references given below for bulk and NS calculations. The

main focus is on how to calculate the effect of QC on the os-

cillator strength and EG, Secs. I A 1 and I A 2. Each theoreti-

cal model (k � p, ETB, EPM) provides different insights into

the essential physics of the system. Nonetheless, all theories

are empirical, and therefore, caution must be exercised to

ensure all of the experimental parameters are being properly

considered. It should further be noted that many variations

and alternative theories exist, with varying degrees of suc-

cess. Still, these alternatives are derived from the same basic

assumptions of band structure calculations.382–386

B. Effective mass approximation, k � p method

A good introduction to the method is given in Ref. 40. A

full detailed treatment is given in Ref. 387. Reference 370

describes symmetry considerations within the method and

how to include perturbations such as strain. Reference 369 is

concerned with the wave-mechanics of the method for heter-

ostructures. References 7 and 74 provide applications of the

method within a low-dimensional system.

1. k � p method applied for bulk phase

The k � p method is a perturbation based calculation

where the band structure over the entire Brillouin zone is ex-

trapolated from the zone centre. One solves Eq. (16) by using

the basis set WðrÞ ! WnkðrÞ ¼ expðik � rÞunkðrÞ in the

reduced zone scheme, such that Eq. (16) becomes

p2

2mo
þ �hk � p

mo
þ �h2k2

2mo
þ VcðrÞ

" #
unkðrÞ ¼ EnkunkðrÞ; (18)

where p is the momentum operator, there is a sum over the

wavevector, k, and Enk is the energy of the nth band.

Equation (18) is greatly simplified in the case of k¼ 0,

where En0 is fitted from experiment and un0 is assumed to be

given by the corresponding atomic orbital.

The k � p term in Eq. (18) is treated as a perturbation, so

that energy solutions around all points in the Brillouin zone,

up to second order, are given by

Enk ¼ En0 þ
�h2k2

2mo
þ �h2

m2
o

X
n0 6¼n

jhun0jk � pjun00ij2

En0 � En00
: (19)

What is left to be determined for the band structure is the

matrix elements, hun0jk � pjun00i. These terms are simplified

using symmetry arguments and found by fitting to experi-

ment.368 A more accurate treatment includes such effects as

degenerate bands, multi-bands (Kane model), hole states,

and spin-orbit coupling for hole states (Luttinger

Hamiltonian).28,387

The band energy can be expressed as Enk ¼ En0 þ �h2k2

2m�

for small values of k. Comparing with Eq. (19) gives an

expression for m*

1

m�
¼ 1

mo
þ 2

m2
ok2

X
n0 6¼n

jhun0jk � pjun00ij2

En0 � En00
: (20)

For this reason, the EMA is the lowest order case of the gen-

eral k � p theory. Since the k � p method is a perturbation

based theory, it is very easy to include extra terms, such as

hydrogenic impurities, strain, defects, and interface

states.7,370,372 The k � p method is versatile in its ability to

describe the symmetry of the system,372 the physical
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relevance of results,388 and the effect of external fields,389 to

name a few.

2. k � p theory for nanostructures

Generally, the EMA is used to describe the CBM while

the k � p method is used for the VBM.373 Application of the

method is based on the EFA.390 In this approximation, one

considers a perturbing potential that does not vary signifi-

cantly over the lattice constant, such that Eq. (16) becomes,

� �h2

2mo
r2 þ VcðrÞ þ Vconf

" #
WðrÞ ¼ EWðrÞ; (21)

where Vconf is the confinement potential due to the boundary

conditions of the NS. Typically, this potential is determined

by the EG mismatch at the interface of two materials.8 Then,

the basis set is modified to a product of an envelope function

(slowly varying over the NS), Fnk(r), and the Bloch function,

such that: WðrÞ ! WnkðrÞ ¼ FnkðrÞunkðrÞ. Fnk(r) can be

chosen based on the symmetry of the problem. For example,

if one has a spherically symmetric QD, then spherical har-

monics can be used. Gaussian envelopes are also a common

choice. Once the basis set is chosen EG is calculated follow-

ing the formalism above,28,372,391 Sec. IV B 1.

It is clear that it is difficult to rigorously justify the EFA

in a NS, where the boundary conditions become a problem.7

As the confined wave-function spreads into the matrix mate-

rial, the effective mass and dielectric constant changes,392

thus perturbing the wave-function.18 The EFA is defined in

the Luttinger-Kohn representation,370 which defines periodic

boundary conditions near the band extrema, where the per-

turbation expansion occurs, and the Bloch states and energy

levels are well defined. However, as real space is reduced,

the spread in the momentum space increases and this causes

an apparent coupling between higher excited states, which

may not be real. This effect results in an increase of the dis-

persion curve, typically far greater than is predicted by the

ETB or EPM method.5,373 The increased dispersion exempli-

fies the need to carefully consider what states are included in

a calculation.

a. EMA results. Isolated spherical QDs (infinite confine-

ment potential) were considered in the work of Ref. 28. The

Luttinger Hamiltonian was used to model the VB and mass

anisotropy was included in the CB along with valley degen-

eracy. The central feature of this work was to consider the

role of excitons in an indirect-gap QD where the bulk dielec-

tric constant was used in the Coulomb term. To this end, the

authors used spherical harmonic states for the electrons and

the l¼ 0, 2 eigenstates of the Luttinger Hamiltonian were

used with the radial part given by spherical Bessel functions.

The exciton wave-function was written as a product of the

electron and hole wave-function including a variational pa-

rameter used to minimize the exciton binding energy. The

results of Takagahara and Takeda are shown in Fig. 46.

Though the method of finding the exciton states is novel, it is

clear that the calculated energies are too large for the sys-

tems we discussed in Sec. II. From our discussion above and

from Sec. II, the effect of a sub-stoichiometric interface can

not be theoretically overlooked.

In the work of Kupchak et al. a novel method was used

to deal with the interface issue.393 The authors considered

only a heavy hole state at the C-point and an electron state in

the X-valley. Therefore, they considered only two-band

effects as opposed to the case of Takagahara and Takeda.28

Kupchak et al. included exciton effects by considering a

product of electron and hole spherical Bessel functions. The

result of an infinite confinement potential (Fig. 46) shows no

significant difference from the model of Takagahara and

Takeda. The effect of the interface was included by model-

ling a spherical QD embedded in a dielectric medium.

Kupchak et al. included in the Hamiltonian a polarization (or

self-energy) correction term. This potential energy results

from the Coulomb interaction with an image charge in the

matrix material. The polarization energy was found using a

Green’s function expansion of a spherical harmonic basis set

in Poisson’s equation. To model the effect of different inter-

faces, the authors considered a relative permittivity and

effective mass defined between the Si QD and the corre-

sponding interface (SiO2 or SiO1.5). Such a model both

increases the electron and hole energy due to the polarization

effect and lowers the confinement barrier. However, it was

noted in Refs. 377 and 393 that the polarization energy is not

significant and can be treated as a small perturbation for

s-like wave-functions. Therefore, the results in Fig. 46 for

the SiO2 and SiO1.5 interface mainly model the effect of fi-

nite confinement for excitons. The SiO2 and SiO1.5 results

show good agreement with experimental data from Secs.

II A 1, II A 4, and II A 5. We further note that the physics

described by this model is a fair representation of QDs cre-

ated by ion implantation (Sec. III A 4) apart from the correla-

tion effects due to a densely packed distribution of QDs.

A sophisticated model for the interface boundary condi-

tions was given in the work of Moskalenko et al.394 The

authors considered the same Hamiltonian as in Ref. 393

while retaining VB degeneracy. The central difference in the

FIG. 46. Theoretical calculations under the effective mass approximation

for Si QDs surrounded by SiO2, or for the case of infinite confinement.

Results for infinite confinement, SiO2 interface, and SiO1.5 interface are

from Ref. 393. Feng et al. calculation is from Ref. 29. Free carrier and

exciton calculation from Ref. 394. Takagahara and Takeda calculation is

from Ref. 28.
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model of Moskalenko et al. was the inclusion of a modified

Bastard type boundary condition considering an SiO2 inter-

face. The Bastard boundary condition includes the variation

of the effective mass at the NS interface.392 The modified

wave-functions due to the boundary conditions do not show

significant penetration into the matrix material (SiO2), but do

produce more accurate electron and hole energy levels.18,394

The interface model of Moskalenko et al. (SiO2) agrees with

the SiO1.5 interface model of Kupchak et al. (Fig. 46).

Therefore, the Bastard boundary conditions produce more

pronounced and accurate interface effects. Additionally,

Moskalenko et al. noted that since the polarization effect

partly cancels with the electron-hole Coulomb energy (as

noted in Ref. 393), the Coulomb energy was calculated as a

perturbation to the single particle Hamiltonian. The differ-

ence between the exciton and free electron-hole model are

shown in Fig. 46. Hence, the models of Refs. 393 and 394 do

well to reproduce the experimental data in terms of the inter-

face effects, while strain still should be included per our dis-

cussion in Sec. II.

The anisotropy of the CB and the Luttinger Hamiltonian

for the VB (similar to Ref. 28) was considered in the work of

Feng et al.29 Besides the extra VB states, the treatment of the

electron, hole, and exciton wave-functions agrees with the

formalism of Kupchak et al. However, to model exciton

effects, the authors included the exchange interaction and

considered its effect on bright-dark exciton splitting

(Sec. I A 4). Additionally, the authors included a dimension-

ally dependent effective mass and dielectric constant. The

effective mass is known to depend on NS dimension,20,363

but how this parameter varies is unclear. Problems with mod-

els of a low-dimensional dielectric constant were discussed

in Sec. I A 3. Feng et al. used a dielectric constant reduced

from the bulk value (�¼ 6.52 from Ref. 395) and slightly

larger transverse effective mass ðm? ¼ 0:30Þ. Interestingly,

under an infinite confinement model, Feng et al. produced

the same results (Fig. 46) as Ref. 393 with an SiO2 interface.

We mentioned in Sec. I A 4 that while the exchange interac-

tion is important for understanding the selection rules, the

magnitude of the interaction is negligible compared to EG.

Therefore, in the model of Feng et al. the variation of the

dielectric constant and effective mass were the main contri-

butions in the calculated reduced confinement energy.

Caution must be exercised while interpreting these results,

because the magnitude of dimensionally dependent parame-

ters is difficult to determine under current theoretical

models.

Finally, we briefly mention a few models with the EMA

that illustrate the versatility of the theory. A novel approach

to the interface problem was given in the work of Ref. 396.

In this work, the authors considered interface diffusion

according to Fick’s model. By inputting this model into the

confinement potential and the effective mass, they obtained a

temperature and time dependent expression for each parame-

ter. EMA models similar to Refs. 393 and 394 were used in

Refs. 384 and 397. However, the authors also included the

effect of spatial anisotropy in the wave-functions to simulate

non-spherical QDs. This model does well in the case of por-

Si (Sec. II A 5). Additionally, spatial anisotropy breaks the

selection rules (Sec. I A 2). Therefore, while the model needs

to be rigorously justified in low-dimensional cases, it can be

made to agree with experiment and produces physically rele-

vant results.

C. ETB method

A good introduction to this method is given in Ref. 40.

A fully detailed treatment is given in Ref. 398. References 7

and 18 provide a survey of the method in low-dimension.

Important discussions on the ETB method are given in Refs.

373 and 399.

1. General features of the ETB method for bulk phase

The ETB method is based on solving the Hamiltonian

for a lattice built from single atomic Hamiltonians and the

interaction term for the lattice (Eq. (16)) using a linear com-

bination of atomic orbitals (LCAO). The valence electrons

are considered to be in tightly bound states given by atomic

orbitals centred around each atom. As the electrons from

neighbouring atoms are brought close together, on the order

of the lattice constant, these orbitals will overlap, thus form-

ing a bound state, and when there are sufficiently many

atoms an energy band will form.

In the simplest case, it is assumed that only the nearest

neighbours interact and that the interaction between the

atomic cores is weak. The LCAO is built from L€owdin orbi-

tals, which are constructed such that the wave-functions

from neighbouring atoms are orthogonal. Because of the

interaction term with the lattice, the full basis set of orbitals

includes Bloch functions. With these assumptions, the full

Hamiltonian matrix is given in the atomic basis. The energy

in a particular band is given by solving the secular equation

detjH� Ej ¼ 0; (22)

where H is the matrix element between two neighbouring

atoms. Considering a simple basis set of s, p orbitals and the

two-centre approximation, the only non-zero elements are:

hsjHjsi; hsjHjpzi; hpzjHjpzi, and hpxjHjpxi, which are fitted

to experiment.

Since the method inherently is concerned with the va-

lence electrons, the valence band is well modelled, while the

conduction band is not. There are many corrections one can

make for more accurate calculations. For example, 3-centre

integrals can be included, using three nearest neighbours,

and increasing the basis set to include d-orbitals.7 One diffi-

culty is in dealing with corrections due to local charge build-

up. A vacancy state can be easily handled by removing it

from the basis set, but the local charge correction is not well

understood.

2. ETB theory for nanostructures

The validity of the ETB method in a NS is based on the

assumption that the parameters fitted from the bulk can be

transferred to the NS system. These parameters include fit-

ting the anisotropic CB effective masses along with the VB

heavy and light hole masses, and the bulk EG.373

Improvements to the model include incorporating
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calculations from EPM399 or density functional theory

(DFT)400 to find the hopping integrals. The boundary condi-

tions are handled by limiting the LCAO basis set.54,401–403

Typically, one will model the interface of the NS with a Si-H

bond, by fitting the matrix elements of Eq. (22) to the optical

gap of SiH4. Hydrogen termination at the interface and the

effect of non-radiative dangling bonds are discussed in Refs.

373 and 399.

ETB is an atomistic method providing an accurate

description of atomic states and the boundary conditions, as

opposed to the EMA.373 Since a NS is an atomic-like struc-

ture, this is an important advantage of ETB. However, a NS

typically has a more complicated interface than being passi-

vated by H alone. H-passivation alone leads to an overesti-

mation of EG.54,394 Additionally, truncation of the basis set

means that effects such as tunnelling cannot be directly

handled and the inclusion of stress is computationally con-

suming.18 Modelling of excitons is a challenge, because the

exchange and Coulomb interaction are not well-defined

within ETB.18,404,405

NSs with high dimensional anisotropy (e.g., por-Si sphe-

roids or surface grown CVD structures) cannot be accurately

modelled within ETB.373 To a first approximation the shape

of a NS can be modelled by varying the size of the basis set

along different crystallographic orientations.406 However, at

the interface, there is a change in the local charge environ-

ment from Si-Si (or Ge-Ge) bonds to the bonding environ-

ment of the matrix material. On the surface of the NS,

D-state defects and dangling bonds exist (Sec. II A 4). Si-O

overlap integrals are known and the local density approxima-

tion (LDA) is used to correct for the local charge environ-

ment.7 However, this approach is known to underestimate

the gap energy by �0.5 eV. NS shape has been modelled by

replacing TB orbitals with Gaussian envelopes of varying

width for different orientations.388 To model the variations

in the charge environment, DFT has been used to obtain the

hopping integrals within ETB and thus obtain models for NS

shape.400

a. ETB results. Many of the challenges faced by ETB

were carefully addressed in the work of Ref. 373. Niquet

et al. improved the accuracy by fitting the TB parameters on

the bulk band energies along with the electron and hole

effective masses. The bulk EG was fitted with the GW band

structure calculation. This fit included the CB anisotropic

effective masses and sub-band states. Additionally, Ref. 373

used an sp3 model up to third-nearest-neighbour and

three-centre integrals, including the spin-orbit interaction.

The boundary conditions were given through Si-H parame-

ters and charge transfer calculated within LDA. The results

of this calculation are shown in Fig. 47. Delerue et al.399

obtained identical results with Ref. 373 by fitting the TB pa-

rameters to EPM calculations when exciton effects were

included. The results of Niquet et al. are comparable to Refs.

393 and 394 in Fig. 47 and thus reasonable agreements are

obtained with experiment; however, the interface does not

represent experimental results (Sec. III).

The H-passivation scheme was considered in great detail

in Ref. 403. Tit et al. used an sp3 model up to

second-nearest-neighbour, and the atomic positions were cal-

culated within DFT. The Si-H overlap integral was set to

reproduce an electronegativity for Si higher than H, because

of the ionic character of the Si-H covalent bond. The authors

concluded that the effect of a relaxed lattice and their

H-passivation scheme enhances the effects of QC and yields

a direct-gap character. The results of this calculation

(Fig. 47) are identical with Niquet et al. In the work of

Nishida,402,407 sixth-nearest-neighbour interactions were

considered in an extended H€uckel-type nonorthogonal

tight-binding model. The author considered several passiva-

tion schemes. In the first case, the Si QD was terminated

with H, labelled as “No O” in Fig. 47. Nishida included an

oxygen state between the Si-H bond, which is labelled as

“Inserted O” in Fig. 47. The overlap integral for ‘Inserted O’

was determined by fitting the molecular orbitals of H2O. The

results are identical with all of the models we have discussed

so far. Therefore, it is clear that the number of

nearest-neighbours and the parametrization method does not

make a significant difference in the final calculated EG.

To improve the interface configuration, Nishida consid-

ered double-bonded (SiO) and backbonded (Si2O) oxygen

configurations (Fig. 47).402,407 The backbonded situation

was simulated by placing an O atom between two Si atoms

at the interface, which were terminated with H. The average

bonding angle used was in accordance with nuclear magnetic

resonance analysis. The double-bonded configuration was

achieved by fitting with ab-initio calculations for silanone. In

either case, the overlap integrals were obtained by fitting

with O or H-terminated Si surfaces and the charge configura-

tion was included with a charge-dependent potential. The

Si2O interface produced only defect related results, i.e., there

is no change in EG as a function of diameter. The defect

energy is very similar to O-related defects discussed in Sec.

II C 4 a. The SiO configuration agrees with the por-Si QD

data in the case of QD oxidation (Sec. II A 5 a). Furthermore,

Nishida considered the role of oxygen at the interface for the

case of QWs.408 In Ref. 408, the Si-O-Si bond angle is 180�

FIG. 47. Theoretical calculations under the empirical tight-binding model

for Si QDs. Calculations are from Niquet et al.,373 Hill and Whaley,54 Pu-

Qin et al.,410 and Tit et al.403 Variations in the oxygen configuration at the

interface (“No O,” “SiO,” “Si2O,” and “Inserted O”) are from Ref. 402.

“Inserted O” is for an oxygen atom placed between an Si-H bond at the

interface.
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for an SiO4 interface. The author found direct transition

behaviour blue-shifting with reduced QW thickness, which

does not agree with the predictions of the direct-gap for Si or

Ge.409 Nishida did find good agreement with the experimen-

tal data for MBE QWs of Ref. 352 from Sec. II C 3 a.

However, it was stated that the dominant interface state was

the Si3þ state for this system (Sec. II C 3 a).

The effect of excitons was considered in the work of

Ref. 54 (and more detail of the Coulomb and exchange

energies was given in Ref. 405). Hill et al. used extended

H€uckel parameters similar to Nishida. In addition, the

authors included the Coulomb interaction into the

Hamiltonian nonperturbatively by considering the time evo-

lution of a two-particle electron-hole state. The charge con-

figuration was calculated directly over the exciton

eigenfunction, which improves the accuracy of the local

charge environment. They also included a dimensionally

dependent dielectric function. The results of this calculation

are shown in Fig. 47. The calculation agrees with the SiO

interface of Nishida, demonstrating that accurate charge

determination is essential. For comparison, the work of

Ref. 410 used 3s and 3p Si orbitals, and ignored overlap

integrals (Vogl, Hjalmarson, and Dow parametrization) pro-

ducing weaker confinement effects, as expected (Fig. 47).

The same result was observed for the case of Ge QDs. In

the work of Ref. 401, Ge QDs were calculated using the

same methods as in the work of Ref. 373. Reference 27

considered the parameters of Vogl for Ge QDs, which pro-

duced weaker confinement effects compared with Ref. 401.

The Vogl parameters were also considered in the work of

Ref. 404 for the case of QWs. Therefore, the incorporation

of oxygen at the interface is still a challenge for ETB,

while the local charge configuration found a novel solution

in the work of Ref. 54.

D. Empirical pseudopotential method

A good introduction to the method is given in Ref. 40. A

full detailed treatment is given in Ref. 411. Application of

this method for NSs is given in Ref. 7.

1. Bulk theory

The EPM is based on considering the potential due to

only valence electrons by removing the effect of core elec-

trons where the potential diverges quite rapidly. This method

is based in the orthogonal plane wave method, where the

core electron wave functions are made orthogonal to the va-

lence states so they may be diagonalized out of the

Hamiltonian. This procedure is accomplished by defining the

valence states, jVi (with potential V and energy E), in terms

of a projection operator of the core states, jCi, such that:

jVi ¼ ð1�
P
jCihCjÞj/i. Thus, a pseudo-function, j/i, is

defined in terms of a new pseudopotential, Vps

Vps ¼ V þ
X
ðE� ECÞjCihCj: (23)

Since the strong fluctuations at the core are removed, which

the valence electrons are assumed not to feel, Vps gives a

smoother potential.

With Vps defined in Eq. (23), the Hamiltonian for j/i is

defined. By the assumptions of the theory, Vps are smooth

functions. Therefore, to a first approximation, j/i is assumed

to be a summation of plane waves, which are periodic in the

reciprocal lattice according to Bloch’s theorem. Like in the

ETB method, the secular equation is formed between j/i at

two different points in the Brillouin zone. This equation con-

tains the Fourier transform of Vps, which is written as a prod-

uct of structure and form factors known as the

pseudopotential form factors. These factors are fitted to

experiment to determine the energy of a particular band.

The Fourier transform of Vps is defined along a discrete

lattice of reciprocal vectors. Symmetry can be used to sim-

plify the number of factors to the lowest five.40 Thus, like

the ETB, this method is an atomistic method, which means it

has many of the same features.7 In EPM, one determines the

form of the crystal potential (pseudopotential) through the

underlying crystal structure. Once this potential is known,

the psuedo-function is known. On the other hand, in ETB,

the form of the wave-function (basis set) is assumed to repre-

sent the atomic structure (atomic orbitals). Once the basis set

is determined the crystal potential (hopping integrals) is

known. Therefore, these two methods have been used in con-

junction to improve computational accuracy as we described

above (Sec. IV C 2). Hence, many of the results regarding

the treatment of the interface and fitting of bulk parameters

are carried over in this section from Sec. IV C 2.

Furthermore, it should be emphasized that these methods are

not strictly applicable to amorphous NSs.408

2. EPM for nanostructures

Like in the EMA, one wants to consider a continuous

slowly varying confinement potential across the NS. This

means that the Vps must be redefined and fitted to experiment

with H terminated surfaces.412 The boundary conditions are

dealt with by limiting the basis set of j/i, and thus the form

factors are limited to a finite set. Atomic positions can be

dealt with using relaxation models.7 Results of this method

are found to be nearly identical with the ETB

model.60,395,412–414 An advantage of EPM is in the ability to

treat large NSs.412 A review of the EPM for NSs is given in

Refs. 413 and 415.

a. EPM results. A method was developed in the work of

Ref. 412 and 416 to handle large QDs. Wang et al. wrote the

total crystal potential as a sum of atomic potentials, which

were fitted to the bulk Si band structure, effective mass, and

surface work function. The atomic positions were deter-

mined using relaxation models. They were able to obtain

good agreement with the screened LDA bulk potential,

which is commonly used in ETB. The Si QDs were passi-

vated with H and the Si-H potentials were obtained by fitting

to experimental data for H covered Si surfaces. Wang et al.
used a plane-wave expansion for the carrier states, which

does not represent the atomic nature of the QD, but does

allow for computational simplicity. To handle large-sized

clusters the authors solved for the expansion coefficients in

their basis set variationally within an “energy window.” This
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“window” was obtained by only minimizing the energy

around a reference energy, which is placed inside EG.

Therefore, only transitions near the CBM and VBM were

considered. The results of this calculation are shown in

Fig. 48. The results of Wang et al. agree with the ETB

method of Ref. 373 (Sec. IV C 2). Their calculation is in

good agreement with the experimental data from por-Si and

co-sputtering (Secs. II A 5 a and II A 1), but does not reflect

the correct surface passivation. As we noted (Sec. IV C 2),

when oxygen is included a reduction of the EG is found,

which does not agree with experimental data. A similar

agreement was seen for calculations of por-Si Q-Wires.417

A slightly different approach was taken in the work of

Bulutay,414 which produced identical results with Ref. 412.

Bulutay developed a method to incorporate sub-band states.

The same Hamiltonian and the same basis set (plane-waves)

was used by Bulutay as by Wang et al. However, Bulutay

used a different approach for embedding the QD in a matrix

material. The QDs were embedded in an artificial wide-gap

matrix material with the same lattice constant as the QD and

with an energy offset to simulate an oxide matrix. This entire

structure was then placed in a supercell. The result was that

Bulutay retained a discrete grid of points in reciprocal space

(Sec IV D 1), but explicitly disregarded strain. Discretization

allowed Bulutay to incorporate more states and to handle

large QDs without the need for an “energy window.”

Additionally, Bulutay used semiempirical pseudopotentials

as opposed to Wang et al. These considerations clearly do

not effect EG, but Bulutay was able to calculate optical

absorption spectra with this method.

In the work of Ref. 395, €O�g€ut et al. addressed the prob-

lem of computational demand by considering a real-space

method. The problem of underestimating EG within LDA

was circumvented by defining the gap energy as the energy

of a system with nþ 1 plus n � 1 electrons including the

self-energy (polarization energy) correction. The self-energy

correction was rigorously argued for in the work of Ref. 420.

However, we noted above (Sec. IV B 2) that this effect can

be treated as a perturbation. The problem was then redefined

in terms of the charge configuration, which was solved using

finite-difference EPM. This result is shown in Fig. 48 and

labelled as “quasiparticle.” The calculation represents the

energy of a free electron-hole pair, which produces a slightly

larger EG than Refs. 412 and 414.
€O�g€ut et al. included exciton effects by calculating the

Coulomb energy with a pseudo-function and the dielectric

function was given by a generalized Penn model. This result

is labelled “optical” in Fig. 48. This correction puts €O�g€ut

et al. in perfect agreement with Refs. 412 and 414. In the

work of Ref. 419, the same model as Ref. 412 was used with

the inclusion of Coulomb and exchange energies, and a

dimensionally dependent dielectric function.59,421,422 Fig. 48

shows the result of Reboredo et al.419 The inclusion of exci-

ton effects lowers the EG and gives better agreement with ex-

perimental data. The reason for the difference with the

calculation of €O�g€ut et al. is that the self-energy term in their

calculation was not cancelled out by the corresponding

Coulomb interaction arising from the self-energy. Therefore,

the results of Refs. 395, 412, and 414 all perfectly agree,

while Ref. 419 gives an accurate treatment of the exciton.

This agreement shows that the form of the pseudopotential

does not make a significant difference in the calculation.

The arrangement of the atoms and the allowed states can

dramatically change the calculated energy. In the work of

Ref. 418, the Si and Ge atoms were placed within a simple

cubic lattice with a Ge-Ge and a Si-Si distance of 0.24 nm

and 0.23 nm, respectively. EG was calculated using DFT-

LDA with pseudopotentials. The results of Weissker et al.
(Fig. 48) show a significant reduction of EG. Another dra-

matic change in EG was obtained in the work of Ref. 60. The

method of Krishna et al. was similar to all of the results dis-

cussed so far. The main difference comes from the fact that

Krishna et al. considered only transitions between the C and

X-points. Therefore, coupling with higher energy states was

ignored. The results of this calculation (labelled “bulk

lattice”) and when the lattice constant was reduced (labelled

“relaxed lattice”) are shown in Fig. 48. The same reduction

of EG is seen in Ref. 60 as in Ref. 172, which does not agree

with the experimental measurements for a stressed NS

(Sec. III). However, the calculation of Krishna et al. does

agree with experimental results of Secs. II A 4 a and II A 1 a.

The same reduction of energy was seen between the EMA

and ETB, where it was argued that the EMA exhibits too

much dispersion due to artificial coupling.373

E. Comparison of theories

It is clear that all of the theories presently available face

challenges in accurately modelling experimental data. A no-

table example of this problem was shown in the work of Ref.

219. In this work, Si QDs were formed using ion implanta-

tion; the results were discussed in Sec. II A 4 a. The main fea-

ture of their results was a measured coupling with the

interface states that created a Stoke’s shift between the

absorption and emission spectra. Garrido Fernandez et al.
compared their experimental results with the theoretical

FIG. 48. Theoretical calculations under the empirical pseudopotential

method for Si QDs. Calculations are from Wang and Zunger,412 Bulutay,414

Weissker et al.,418 and Reboredo et al.419 Krishna and Friesner60 calculates

for a bulk lattice constant and a relaxed (reduced) lattice constant. €O�g€ut

et al.395 calculation for ‘quasiparticle’ refers to an electron-hole pair and

‘optical’ refers to the exciton state.
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calculations of Delerue et al.399 (Sec. IV C 2), Wang and

Zunger412 (Sec. IV D 2), and Takagahara and Takeda28 (Sec.

IV B 2). All calculations demonstrated adequate agreement

with experimental data, although none use the correct inter-

face states and their calculations were concerned with por-

Si. The calculations of Takagahara and Takeda28 and Wang

and Zunger412 are shown in Fig. 49 against por-Si data from

Wolkin et al.252 (Sec. II A 5 a).

A crystalline NS has a well-defined atomic arrangement

that can be modelled by either ETB or EPM, assuming there

is no modification of the bulk parameters or atomic states. A

NS also has symmetry that can be utilized within the EMA,

assuming that the EFA is still valid. The interface is where

the picture becomes complicated for any theory. Therefore,

it is useful to combine the positive features of each method.

The essential feature of the EMA is in the treatment of the

confinement potential, whether it is finite or infinite and of

what functional form. The k � p matrix elements are a prod-

uct of the orbital quantum numbers, while the radial compo-

nent is determined by the form of the confinement potential,

e.g., spherical harmonics. On the other hand, in ETB atomic

orbitals are chosen and then the hopping integral is left to be

determined. In the case of EPM, the pseudo-potentials deter-

mine the pseudo-functions. In either ETB or EPM, the under-

lying feature is the atomic lattice.

Several issues have been addressed concerning the va-

lidity of any theoretical model for NSs. In the case of the

EMA, the initial application of this method used the same

assumptions from the bulk state in the NS, such as the inclu-

sion of sub-band states and spin-orbit coupling. This was

done in the work of Takagahara and Takeda28 and the result

was far too much dispersion in EG (Fig. 49). This result was

criticized by many groups.373,399,412,416 Some authors

demeaned the method as inherently flawed and pushed to

never use this method in the case of a NS.413 Several authors

have worked to correct this situation and their results are in

much better agreement with experimental data. The work of

the group of Moskalenko et al.394 provides a realistic picture

of NSs. In Fig. 49, Moskalenko et al. shows reduced disper-

sion for small QD diameters from the two-band infinite

confinement model of Ref. 20. Experimental data for ion-

implanted Si QDs (Fig. 49, Sec. II A 4 a, Ref. 199) is in good

agreement with these theoretical models. Furthermore, Refs.

18, 376, and 393 include improvements to the confinement

potential by incorporating dielectric screening effects, cor-

rections to the effective mass, and fourth order terms. Stress

and defects can also be modelled with the EMA.

The ETB and EPM share the same set of criticisms and

advantages. While the main advantage of these methods is

the treatment of the atomic configuration, the boundary

states cannot be treated accurately at the moment.18,393,394

Terminating the NS with H leads to an artificial increase in

EG and we discussed the complications of O termination in

Sec. IV C 2. In Fig. 49, excellent agreement is demonstrated

between the por-Si experimental data, and the ETB and EPM

calculations, which both use H termination methods.

Another challenge is to accurately model stress, defects, and

the exchange and Coulomb interactions. Several authors

have addressed these issues and more sophisticated pseudo-

potentials have been used in conjunction with tightly bound

states to improve the accuracy of the calculations (Secs.

IV D 2 and IV C 2).

No single calculation has considered all of the available

experimental data. Some calculations ignore the interface,

while others ignore stress, and therefore it is difficult to as-

certain the exact magnitude of each parameter. To accurately

model a NS, it is essential that all experimental parameters

pertaining to a particular method of preparation are included

in the model. Likely the biggest challenge is how to accu-

rately model the interface. None of the theoretical methods

were initially developed for NSs, which is why the interface

is a problem. In the case of the EMA, one can easily vary the

strength of the confinement potential to represent the EG off-

set corresponding to different sub-stoichiometric states at the

interface. However, such a treatment does not account for

interface coupling that may present. We noted above

(Sec. IV) that interface pinning differs between QDs, QWs,

and Q-Wires. Potentially, DFT could be used to calculate the

pinning energy and this could be easily included in an ETB

or EPM calculation.

The Coulomb energy correction due to the self-energy

effect was described in Ref. 420 in order to correct the calcu-

lation of Ref. 395. It is not clear how important this term is

since the dielectric function is not accurately known. The

dielectric function should vary with NS dimension, but the

magnitude of this effect is not clear (Sec. I A 3). The effec-

tive mass must also vary with dimension and across the inter-

face, but again the magnitude is not clear (Secs. II C 1 a).

The surface polarization effect was argued to be not impor-

tant in the work of Ref. 393. An improved model for surface

trapped states was given in the work of Refs. 18 and 423.

Another effect that is commonly ignored in calculations is

the size distribution of QDs, which is central to understand-

ing QDs produced by ion implantation (Sec. II A 4 a). This

effect was studied in the work of Ref. 424 and used

to improve the calculation of Ref. 395. All of these

FIG. 49. Comparison of different theoretical models with experimental data.

“Expt. Ion-Implantation” data are from Ref. 199. “Expt. por-Si” data are

from Ref. 252. “EMA Barbagiovanni et al.” are from Ref. 20. “EMA

Takagahara and Takeda” are from Ref. 28. “EPM Wang and Zunger” are

from Ref. 412. “ETB Niquet et al.” are from Ref. 373. “EMA Moskalenko

et al.” are from Ref. 394.
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considerations must be closely examined for accuracy since

all methods are inherently empirical.

V. CONCLUSIONS

We have reviewed a variety of fabrication methods in

Sec. II and the physical parameters that arise for each

method. Special attention was paid to the fact that within a

single fabrication method, there is variety in the observed ex-

perimental results and also between fabrication methods. We

found that in the case of Si NSs embedded in or layered with

SiO2, the role of sub-oxide interface states was important.

The Si1þ state pins hole states, Si2þ acts as a deep level

defect, and Si3þ tends to relieve stress in the NS. Dangling

bonds at the interface can shift the energy by roughly 0.6 eV.

NSs with a thick interface exhibit higher levels of stress.

Interface states lower the confinement energy and increase

interface scattering. Lattice mismatch is also a source of

stress. The value of the effective mass can change due to

interface scattering, crystallinity, and dimensionality. In

addition, amorphous NSs exhibit stronger effects compared

to the crystalline system. Ge NSs are inherently more diffi-

cult to control during fabrication than Si. O defect states are

particularly a problem in the case of Ge NS due to Ge diffu-

sion and GeO desorption. Ge NSs routinely exhibit stress

due to the formation of a thick oxide interface.

The magnitude of the above-stated structural effects is

enhanced in the case of QDs, due to the large surface to vol-

ume ratio. Co-sputtered QDs tend to exhibit Si1þ at the inter-

face. Reactive sputtered QDs have a thick interface

containing all sub-oxide states and are highly stressed.

PECVD QDs also have a thick interface, which dominates

the Si-Si bonds. Si3N4 states in embedded PECVD QDs have

a large change in the EG, partly due to N contamination.

MBE Ge QDs experience alloying in the case of a Si sub-

strate, while SiO2 or TiO2 substrates exhibit a wide PL band

associated with defect states along with a QC-induced PL.

Ion implantation suffers from a large concentration of oxide

defect states. For moderate implantation conditions, the

interface is well controlled and QC PL is clearly seen,

though the hole state is pinned. Por-Si QDs or Q-Wires have

a large concentration of dangling bonds at the interface,

which increases the influence of sub-oxide states, and their

number increases for smaller structures.

Q-Wires do not show strong signs of QC, due to a

large fraction of defects produced during fabrication. VLS

Q-Wires contain metallic state contamination with notable

defect PL and stress. OAG Q-Wires require chemical etching

to thin the wires and remove the effect of a thick oxide

sheath.

QWs are characterized by a lattice mismatch induced

strain and exhibit strong diffusion at the interface during

annealing. Magnetron sputtered and PECVD QWs tend to

form QDs within the Si layer due to oxide diffusion.

However, in the case of PECVD QWs, if the Si layer remains

amorphous, clear signs of QC PL are observed. MBE QWs

suffer a similar diffusion problem; however, it predomi-

nantly leads to a thinning of the Si QW layer. Epi-SOI QWs

have a sharper interface than SIMOX-SOI QWs; in either

case, defect and QC PL is observed.

From a theoretical perspective, the effective mass

approximation, the tight-binding model, and the pseudopo-

tential method were reviewed. In each case, we highlighted

how the method is best adapted to deal with variations in the

experimental conditions. The effective mass approximation

is not well designed to accurately model the boundary condi-

tions but can consider perturbations to the NS. On the other

hand, the opposite is true for the tight-binding and pseudopo-

tential methods. In any case, each method must consider the

experimental conditions appropriate to the method of NC

fabrication.
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